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Educational data mining (EDM) is an emerging field of research that puts into effective use 
advanced machine learning concepts in analysing numerous data from educational sys-
tems to improve the methods and tools in learning and teaching in educational institutions. 
 
In line with the Finnish government’s Vision 2030 for higher education which hopes to de-
velop more pre-emptive and anticipation-led digital learning services, this thesis aims to 
explore the use of machine learning techniques to find accurate prediction and classifica-
tion models of the two most common study path selection of students in the Degree Pro-
gramme in Business IT of Haaga-Helia UAS using features such as student related char-
acteristics and affinity to Software Development (SWD) and Digital Service Design (DSD), 
motivational goal, mastery orientation, and other demographic factors. 
 
This quantitative research utilized questionnaire data gathered from 101 students in the 
BITe programme and followed the CRISP-DM framework as a guide to move forward to 
the various phases of the research. KNIME Analytics Platform, an open-source data min-
ing tool, was used to pre-process, prepare, analyse and model the data. 
 
Exploratory data analysis was undertaken to discover initial insights about the data and to 
trim the chosen factors. Bootstrap method was used as a sample-growing technique and 
data were partitioned into training (80%) and testing (20%) subsets. Three machine learn-
ing algorithms were used to model the data, and performance scores (accuracy, Cohen’s 
kappa and ROC curve) were set as criteria to evaluate the models.  
 
Results of the study revealed that the research was successful in establishing a predictive 
model using logistic regression. Using the significant predictors DSD & SWD factors, mas-
tery intrinsic orientation, motivational goal, gender, geographical area and age, the model 
was able to predict study path selection with 85.5% accuracy. The validation test done on 
the model even achieved a higher accuracy score of 94%. 
 
The research was also able to forward two highly accurate Random Forest (94% accuracy) 
and Decision Tree (93% accuracy) classification models. Due to only very slight differ-
ences between the performance measures of these models, both are recommended to be 
used for student classification. The Random Forest would result in a slightly higher accu-
racy rate while the Decision Tree model would be easier to interpret by extracting a classi-
fication rule from its tree view. 
 
Model deployment was simulated in KNIME and the final models were exported in PMML 
format, thus opening the possibility for the models to be used in future researches or for 
the deployment in a study path recommender application for incoming students. 
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Terms and Abbreviations 

 
BITe Business Information Technology 

Bootstrapping A sample size growing approach by doing many random 

resampling with replacement from the original samples  

CRISP-DM Cross Industry Standard Process for Data Mining 

DSD Digital Service Design 

EDM Educational Data Mining 

IEDM International Educational Data Mining Society 

JEDM Journal of Educational Data Mining 

KNIME An open-source platform with a graphical user interface for 

data mining and machine learning 

MEO Mastery extrinsic orientation 

MIO Mastery intrinsic orientation 

ML Machine Learning 

MG Motivational goal 

PMML Predictive Model Markup Language 

UAS University of Applied Sciences 

ROC Receiver Operating Characteristic, a measure of accuracy 

of the model with the area under the curve equal to 1 is ex-

cellent and 0.5 is inaccurate 

SWD Software Development 

Stratified sampling A sampling technique where the population is divided into 

exclusive groups called strata and a sample of the popula-

tion is collected within each stratum. 

Z-score normalization Re-scaling the data so that they follow a standard normal 

distribution with mean of 0 and standard deviation of 1. 
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1 Introduction 

Machine Learning (ML) has lately been a hot topic and it comes to no surprise because 

ML is being utilized in various systems from a wide range of use cases and industries: 

from transportation to finance, from business to governments, from medicine to fashion 

retail, the list goes on. Most of these applications find hidden patterns in data in order to 

uncover meanings and relationships between factors or make predictions on future values 

of the data. (Reddi 2017, 1; Song 2018, 1; Ding 2018, 1-2.)  

 

Although the analyses of patterns and the algorithms used in ML have been around for 

years with earlier concepts dating back 6th century BC in China, recent advances in data 

collection methods and increased computing machinery have fuelled the development of 

such technology and propelled these methods to be considered megatrends. (Park 2015, 

46; Nisbet, Miner & Elder 2009, 5; Witten & Frank 2005.) 

 

An area of interest that is emerging is in the education sector. Educational Data Mining 

(EDM) is a field of research that uses statistics, machine learning and data mining to ana-

lyse different types of data from various educational systems with the aim to further the 

methods and tools used to learn, teach and research in the field of education (Romero & 

Ventura 2010, 601; ElAtia, Ipperciel, & Zaiane 2016, xxiii). 

 

The Finnish Ministry of Education launched its Vision 2030 for higher education where the 

government aims to increase the graduation rate of its citizen and have at least fifty per-

cent of young adults aged 25 to 34 years old completing a higher education degree. The 

Ministry also hopes to develop more digital learning services that is pre-emptive and antic-

ipation-led, has a student-oriented approach and is based on individual learning need 

(Ministry of Education and Culture 2019). Educational Data Mining, using Machine Learn-

ing in particular, could play a vital role in the Ministry’s digitalisation efforts in reforming 

higher education and diversifying the Finnish learning environments. 

 

The target group of this thesis is students in the Degree Programme in Business Infor-

mation Technology (BITe) at Haaga-Helia University of Applied Science. The topic is con-

nected to the researcher’s previous projects with Dr. Amir Dirin under the theme of future 

learning research. It is also heavily linked to the author’s background in Statistics and 

Data Science, as well as an interest in the promotion of student interests kindled by her 

work in Haaga-Helia student union and organizations. 
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1.1 Research Objectives and Research Questions  

The overarching objective of the research is to contribute to the improvement of education 

by providing data-driven insights on student profiles. The specific goal of the thesis is to 

explore machine learning techniques and apply these to predict the study path selection of 

Business Information Technology students at Haaga-Helia University of Applied Sciences 

(UAS). The study also aims to find out if the students’ mastery intrinsic-extrinsic orienta-

tion, motivation and demographic attributes could be used as features to model student 

classification. 

 

To be more precise, the questions the research wishes to answer are: 

 

1.) Are we able to find a suitable data model that would accurately predict if students’ 

study path selection is Software Development (SWD) or Digital Service Design (DSD), 

based on their answers in a questionnaire? 

 

2.) Can we find a model that could classify or cluster the students using features such as 

study paths, mastery orientation, motivation and demographic attributes such as age, 

country and gender? 

 

1.2 Significance of the Study 

Long, Ferrier & Heagney (2006, 170) identified that improving the match of students with 

their university courses could substantially help in decreasing discontinuation among 

younger students which would also open up spots for other potential applicants and de-

crease the inefficient use of public funds for higher education. 

 

Finding a prediction model of students’ specialization path could be useful in developing a 

system that would recommend study paths to potential students who are often unsure of 

which courses to specialize in. Dirin (2018) also stressed that knowing these factors that 

might affect student performance would help with lessening their confusion and anxiety 

and could lead to better course completion and graduation rates in the future. 

 

Having an awareness of the estimated number of incoming students per specialization 

paths could also be helpful to BITe’s programme administration. With this insight, they 

would be able to allocate teaching resources per specialization and plan course schedules 

better. 
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Knowing the orientation and motivation of the students could help the programme’s faculty 

in designing course syllabus that would be best suitable to the learning needs of their stu-

dents under their profiles and might help with the improvement efforts of the degree pro-

gramme’s teaching pedagogy. 

 

1.3 Scope of the Thesis 

The thesis is a research-oriented study that focuses on using machine learning methods 

to determine (i.) a prediction model of the two most common study paths of students in the 

Degree Programme in Business Information Technology: Software Development and Digi-

tal Service Design, and (ii.) a classification or clustering model with features such as moti-

vational goal, mastery orientation, and other demographic factors. 

 

The emphasis of this research is on designing the pipeline of the data science processes 

and extracting appropriate models from the data gathered. It does not cover the actual de-

ployment of the data model in another system nor does it cover designing and developing 

an actual application that would give out study path recommendations to students. 

 

Furthermore, this study does not dive deep in the mathematical theories of machine learn-

ing. Rather, it puts more emphasis on the practical and empirical application of its algo-

rithms. 

 

1.4 Thesis Structure 

The thesis is presented as follows: Chapter 2 frames this study in the map of education 

research based on focus, method and topic of interest. It also presents the motivation the-

ory in learning, and introduces the Degree Programme in BITe. It then summarizes the 

body of research done in Educational Data Mining. 

 

Chapter 3 examines CRISP-DM as a data science methodology, describes some common 

concepts in data mining and machine learning, and looks at KNIME as a data mining tool. 

In Chapter 4, the methodology, concepts and tools discussed previously are assessed for 

their suitability in the research and the various phases and methods undertaken are pre-

sented. Chapter 5 shows the research results and Chapter 6 discusses the results uncov-

ered. Finally, Chapter 7 focuses on the conclusions and recommendations for future re-

search.  
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2  Conceptual Framework on Educational Data Mining Research 

This chapter provides the context of the study in relation to education research. An over-

view of the field is discussed by looking at studies in Educational Data Mining. It presents 

the common methods, topics and focus of researches in an educational context. Next, a 

discussion on motivation theory is mentioned. Following that, details are presented about 

the Degree Programme in Business Information Technology whose students are the sub-

ject of this study. Lastly, a number of related studies undertaken in this area is also re-

viewed. 

 

2.1 Educational data mining 

The International Educational Data Mining Society (IEDM 2019) defines EDM as a flour-

ishing field of study that aims to improve the methods of investigating large and various 

amount of data from educational systems to better understand learners and to provide the 

context in which students learn. 

 

EDM seeks to obtain valuable insights for specific stakeholders (focus) through the analy-

sis of datasets using data science techniques (methods) and use the results in order to 

improve the different areas of the learning process (topics of interest). Figure 1 illustrates 

the application of data mining to educational systems. 

 

 
Figure 1. Focus, Methods and Topic of Interest in EDM (Bansal, Mishra & Singh 2017) 
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2.1.1 Focus 

One area of EDM research can be specified towards the various actors in educational in-

stitutions. A question that could be asked is which among these stakeholders could bene-

fit from the innovations made through EDM. Two obvious focus could be directed towards 

students and teachers.  

 

Other actors that could also be considered are parents, tutors, course/programme admin-

istrators, academic researchers and system designers. The focus of educational data min-

ing research could emphasize on increasing the variety of stakeholders who would benefit 

from the research and on discovering the channels in which information is received. 

(Chatti, Dyckhoff, Schroeder & Thus 2012, 8; Romero, Ventura, Pechnizkiy & Baker 2010, 

3.) Stakeholders have different perspectives, goals and expectations, which is important 

to know when designing innovations for learning.  

 

2.1.2 Methods 

In order to discover the hidden underlying patterns in educational data, researchers em-

ploy a number of techniques. Papamitsiou & Economides (2014, 53) reviewed several 

case studies related to EDM and stated that the most popular data mining methods are 

classification, clustering, regression (logistic/multiple) and discovery with models. Steg-

mann (2016, 21) referenced this study to give an overview of the different key study meth-

ods used in EDM as presented in Table 1. 

 

 

Table 1. Overview of Methods Often Used in EDM 
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2.1.3 Topic of Interest 

Researches in this area can also be classified according to their objectives. Papamitsiou 

& Economides (2014) also reveal that the majority of studies investigate issues related to 

student/student behaviour modeling, prediction of performance, increase reflection and 

awareness and prediction of dropout and retention. Table 2 lists the common research ob-

jectives in education research. 

 

Table 2. Classification of EDM Research Based on Objectives 

 
 

Another dimension in EDM studies pertains to topic of interest. According to Romero & 

Ventura (2010, in Stegmann 2016), the most common topics in EDM research deal with 

developing tools, frameworks and methods; mining data from educational systems and re-

search; process-related mining, data-driven adaptation and personalization of educational 

environment and systems; and the improvement of educational software as itemized in 

Table 3. A complete list of EDM topics of interest can be viewed in Appendix 1. 

 

Table 3. Common Topics of Interest Used in EDM 
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2.2 Motivation Theory 

Motivation is another conceptual framework that the study aims to include as part of the 

features in the classifying or clustering of the students. Winne & Baker (2013) stated that 

motivation theories attempt to explain the reasons why people behave in a certain way 

and why they continue or modify these behaviours. 

 

Researchers assert that there are two types of motivation: intrinsic and extrinsic. Ryan & 

Desi (2000) offered definitions for both: “Intrinsic motivation is defined as the doing of an 

activity for its inherent satisfactions rather than for some separable consequence. Extrin-

sic motivation is a construct that pertains whenever an activity is done in order to attain 

some separable outcome”. 

 

In other words, intrinsically motivated persons engage in an action based on personal en-

joyment of the action itself and are moved to act for fun or for the challenge of it. Extrinsi-

cally motivated persons, on the other hand, perform an action because of tangible re-

wards such as grades, money, prize or recognition. (Smith 2011, 6-7; Ryan & Desi 2000, 

56-60.) 

 

Previous theses made by students from the BITe programme, for instance Make’s (2018) 

thesis, have cited Niemivirta’s (2002) study on motivation and goal orientation in relation 

to student performance and used his questionnaire to analyse university students’ perfor-

mance. 

 

Tuominen-Soini (2012) also referred to Niemivirta’s (2002) study in her research about 

motivation and achievement goal profiles of students. The research defined mastery ori-

entation as the goal of obtaining new knowledge and coined it with the intrinsic and extrin-

sic motivation mentioned above to operationalize a conceptual definition of mastery-intrin-

sic orientation (goal of obtaining mastery based on inherent personal satisfaction of under-

standing) and mastery-extrinsic orientation (goal of gaining knowledge grounded on exter-

nal rewards). 

 

2.3 The Degree Programme in Business IT at Haaga-Helia UAS 

The programme in Business Information Technology is a 210 ECTS credit degree offered 

in English at Haaga-Helia University of Applied Science in Pasila, Helsinki. It provides stu-

dents with practical skills and theoretical knowledge about business and information tech-

nology (IT). It offers four study specialization paths: Software Development (SWD), Digital 
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Services (DSD), ICT Infrastructures (Infra) and Business and ICT (BICT). The programme 

takes in an average of 45 new students per semester. (Haaga-Helia 2019a.) 

 

Software Development students are equipped with programming and software engineer-

ing courses that prepare them well for implementing software projects. Digital Service stu-

dents are provided with user experience and design courses to ensure that they are able 

to design digital solutions that are user-centered. ICT Infrastructure students are trained in 

cloud and data security. Students from the Business ICT path are prepared to be experts 

in business processes and systems (e.g. business intelligence and customer relationship 

management). (Haaga-Helia 2019b) 

 

The data about student demographics, graduation and dropout rates that are specific to 

the degree programme are unfortunately not publicly available. However, some data from 

a public statistics website were collected to show some estimate figures on number of stu-

dents, gender breakdown and dropout rate.  

 

Extrapolated data from Vipunen (2018), the Finnish education administration reporting 

portal, show that there are more than 362 students in the programme in 2018. Of these, 

about 67% are males and 33% are females. About 22% of the students are 22 years old 

and below, 45% are 23-28 years old, 21% are 29-34 years old and 11% are 35 years old 

and above. The latest data from Official Statistics Finland (2019) reveal that discontinued 

studies in the ICT field account to 12.8% in Universities of Applied Sciences for the aca-

demic year 2016-2017, the second highest dropout rate in any field of studies in Finland 

next to Social Sciences.  

 

2.4 Review of Research Work in EDM 

The past decade saw an expansive body of research done in relation to Educational Data 

Mining which means that it is a research area that is maturing. As a result, The Interna-

tional Conference on Educational Data Mining has been held annually since 2008. The 

Journal of Educational Data Mining has also been published since 2009 and is already on 

its tenth volume. (Romero, et al. 2010, 1; IEDM 2019; JEDM 2019.) This section presents 

some of those studies undertaken in the field.  

 

Stegmann (2016) from Aalto University performed machine learning and data mining ana-

lytics to data collected from an online learning platform to predict the grades of the stu-

dents using the platform. He compared several types of data transformations in the pre-

diction model of the students’ behaviour. 
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A framework of collaboration between human and machine to solve the problem in teach-

ing programming in architectural design was proposed by Park (2015) from the Massa-

chusetts Institute of Technology. He developed a tutoring system using machine learning 

and computer vision to improve the learning performance of students by behaviour model-

ing and personalization of the system. Rebolledo-Mendez, Boulay, Luckin & Benitez-

Guerrero (2013) also proposed a motivationally-aware tutoring system that detects and 

reacts to the learner’s motivational feedback. 

 

Herold (2013) explored a novel approach in EDM data collection by digitizing students’ 

handwritten coursework by using pens that can write on ordinary paper but can also turn 

pen strokes into digitized copy. He then performed various data mining and machine 

learning techniques in order to discover ways the students learn and uncover the most im-

portant features to the students’ success in the course. Meanwhile, Spoon & al. (2016) 

used a Random Forest model to evaluate factors for student success and developed a cri-

terion that identifies which students are encouraged to take intervention initiatives like join-

ing a supplemental class. 

 

Sarra, Fontanella & Zio (2018) gathered data from an online questionnaire and used the 

Bayesian Profile Regression method to identify students who are at risk of dropping out of 

the university. Using this framework, they were able to profile a student group that is more 

likely to face academic failure. A similar study was conducted by Hamedi & Dirin (2018) 

where they used Bayesian Network model to analyse BITe students’ motivation factors to 

anticipate the influences that lead to academic dropouts. 

 

The Decision Tree algorithm was used by Kai, Almeda, Baker, Heffernan & Heffernan 

(2018) to model students productive and unproductive persistence in learning. By identify-

ing students who persist unproductively, the research provided insight as to when stu-

dents are struggling and how to make their grit yield fruitful results. 

 

To summarize, examining relevant researches indicate that data from various sources, 

even those gathered from questionnaires, can be used in EDM. Additionally, various data 

mining methods and machine learning algorithms such as regression analysis, decision 

trees, random forest and other classification techniques can be used to predict, classify 

and cluster students and student behaviour.  
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3 Data Mining Framework, Methods and Tools  

This chapter discusses one data science methodology called Cross Industry Standard 

Process for Data Mining (CRISP-DM) and describes the data mining pipeline in each of 

the research phases. It would detail the basic concept of the common methods or algo-

rithms usually used in EDM as mentioned in Chapter 2. It would also look at a data mining 

tool called KNIME to evaluate and map out its fit for the framework that will be set. 

 

3.1 CRISP-DM Framework 

Researches such as that of Palacios (2017), Nadali, Kakhky & Nosratabadi (2011) and 

Azevedo & Santos (2008) have evaluated and favoured CRISP-DM against other frame-

works such as SEMMA  (Sample,  Explore,  Modify, Model  and  Assess) and KDD 

(Knowledge Discovery in Databases). 

 

Cross Industry Standard Process for Data Mining is a standard process model that de-

scribes an overview of the distinct phases, tasks and output needed in the implementation 

of data mining initiatives. The methodology structures the life cycle of a project in six 

stages, as shown in Figure 2. The process is flexible, and the sequence of the phases are 

not rigid with the arrows only signifying the most common and crucial dependencies be-

tween them. (Clark 2018; Palacios 2017; Shearer 2000.) 

 

 
Figure 2. Phases of CRISP-DM Methodology (Otaris 2018) 
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These stages have been comprehensively detailed by Wirth & Hipp (2000) and Moreira, 

Carvalho & Horváth (2018) and a summary is described below: 

 

1. Business Understanding. The initial phase aims at understanding the business area, 

defining the goal from a business perspective and transforming the goal into a data mining 

problem. The tasks for this stage include determining business objectives, assessing the 

situation, determining data mining goals and producing the project plan. 

 

2. Data Understanding. This phase begins with collecting the needed data and inspecting 

the data to gain initial insights and identifying data issues such as missing data, outliers, 

errors and the likes. Tasks include collecting initial data, describing data, 

exploring data and verifying data quality. 

 

3. Data Preparation. This phase comprises different data pre-processing operations to 

convert raw data into a suitable form ready for modeling in the next phase. The tasks in-

cluded here are selecting data, cleaning data, constructing data, integrating data and for-

matting data. 

 

4. Modeling. In this phase, appropriate modeling techniques and algorithms are selected 

and performed on the data. Parameters are also calibrated to optimal values. The tasks in 

this stage include selecting modeling technique, generating test design, building model 

and assessing models from a data analytics view. 

 

5. Evaluation. This phase entails reviewing and evaluating the models to ensure that they 

are useful and meaningful from a business perspective. The decision on whether to de-

ploy the results or not is based on the evaluation results. The tasks comprise of evaluating 

results, reviewing the process and determining next steps. 

 

6. Deployment. The aim of this phase is to integrate the outcome of the model into the 

business process, whether in the tool or in a report or elsewhere. This phase includes 

tasks such as planning the deployment, planning the monitoring and maintenance, pro-

ducing the final report and reviewing project. 
 

Zhu (2017) argued that CRISP-DM is susceptible to the frequent changes in customer re-

quirement, however, the framework is structured, organized, and extremely documented. 

It is also highly utilized by industry players, as evidenced by a survey conducted by 

KDnuggets (2014), a leading data mining website. Based on the results of the poll, 43% of 
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the respondents said that they used the framework for their data mining projects. Moreo-

ver, researchers like Oreski, Pihir & Konecki (2017) and Almahadeen, Akkaya & Sari 

(2017) have successfully utilized the framework in educational data mining in the area of 

prediction and classification. 

 

3.2 Data Mining Methods 

Nisbet & al. (2009) offered one definition of data mining as utilizing machine learning algo-

rithms to find structural and meaningful patterns between data in a dataset. Data mining 

hopes to find solutions to problems by taking actionable steps to gain some sort of benefit 

or improvement.  

 

Machine learning, on the other hand, can be broadly defined as data-driven methods that 

use available data - usually in the form of electronic information - and analyse these data 

to come up with accurate predictions that improve over time with additional knowledge 

and experience. It combines concepts in computer science, statistics and optimization as 

learning techniques. (Mohri, Rostamizadeh & Talwalkar 2012.) 

 

Four machine learning approaches i.e. supervised learning, semi-supervised learning, re-

inforcement learning and unsupervised learning are described in Table 4. Bhilegaonkar 

(2016) asserts that the most common ML use cases are somewhat forms of supervised 

learning projects which have labelled inputs and outputs in the training data to come up 

with a model and then apply this model to classify new instances of the data.  

 

Table 4. Common Machine Learning Approaches 
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3.2.1 Prediction and Classification Modeling 

Prediction and classification modeling are types of supervised learning approach, and 

they are among the most common techniques used in educational data mining. In predic-

tion, the aim is to construct a model that could infer an outcome or target variable from a 

mix of some other features of the data. In classification, responses can be grouped ac-

cording to certain rule-based categories. The most commonly used predictive and classifi-

cation modeling techniques are liner regression, logistic regression, decision trees and 

random forests. (Baker & Inventado 2014; Leventhal 2010.) 

 

Linear regression is modeling the relationship of the predicted variable (the response) 

and the explanatory factors (a set of features) and is used when the outcome is numeric. 

The idea is to express the response as a linear equation of the features of pre-determined 

weights. These weights are calculated from training data. (Witten & Frank 2005.) 

 

Logistic regression is a nonlinear regression technique that is used when the predicted 

value is binary. This algorithm models the probability that the response will occur based 

on the values of the features. This allows for the response values to represent belonging-

ness to a class. (Roiger 2017.) 
 
Decision tree is a classification technique that categorizes the data and represents the 

results in a tree-like structure. It starts with a variable called the root node which is then 

split into two or many branches that represent separate classes or ranges of the node. 

Recursive partitioning is continued where each branch is further split using some type of 

measure until a stopping rule is satisfied. (Nisbet & al. 2009, 241.) 

 

Random forest is an algorithm proposed by Breiman in 2001. It is a tree-growing method 

that sets up tree predictors using bootstrapped data with the same distribution for all the 

trees in the forest. First, a random subset is sampled and further samples are done with 

replacement. Next, a subset of the variables is chosen, and the best split is determined 

from this subset. A testing data set is created for a third of the cases and the average er-

ror rate is calculated from all trees built. The predicted classes are counted based on 

some measures of variable importance and the average effect is calculated from all the 

trees resulting to a variable importance value. (Breiman 2001.) 
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3.2.2 Structure Discovery 

Structure discovery is an unsupervised learning technique where data formations are 

found without any prior idea on what the outcome would be. The most common structure 

discovery algorithms in educational data mining include clustering and factor analysis. 

(Baker & Inventado 2014; Leventhal 2010.) 

 

Cluster analysis is an algorithm that aims to find data instances that naturally group to-

gether and the output is shown as a graph that displays these clusters. If a set of clusters 

is optimal, each data point in a cluster will generally be more similar to the other data 

points in that cluster than the data points in other clusters. (Witten & Frank 2005.) 

 

Factor analysis is an algorithm that discovers variables that group together inherently, as 

opposed to data points in clustering. It splits the data into a collection of features that are 

formed by some set of hidden factors. In EDM, factor analysis is used to reduce the num-

ber of variables. (Baker & Inventado 2014.) 

 

3.3 KNIME Analytics Tool 

KNIME Analytics Platform, a Java- and Eclipse-based open-sourced environment, is a 

scalable, powerful and modular software development platform that can perform a range 

of data mining tasks such as data loading, transformation, analysis, modeling and visuali-

zation. The users of the platform come from diverse fields of enterprises in life sciences, 

governments, research, finance, and retail, among others. (KNIME 2019.) 

 

Muenchen (2019) reports that KNIME is one of the fastest growing packages in terms of 

scholarly articles using the software which means that academic researchers are begin-

ning to use the platform in their studies. KNIME has also been lauded by IT advisory firms 

Gartner and Forrester as an industry leader for Machine Learning Platforms due to 

KNIME’s strong presence and significant mind share in the market. (Muenchen 2019; 

KNIME 2019.) 

 

There are several advantages in using KNIME as a platform of choice. It is free and it fea-

tures an easy-to-use graphical user interface which allows users to build workflow-based 

modules by dragging and dropping a number of pre-built algorithms. This means that us-

ers do not have to write a single line of code to perform powerful data mining and machine 

learning techniques. KNIME also allows for some flexibility by integrating Python and R 
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into the workflow. For some ML models, KNIME lets users easily view their fully trained 

models. (Amarillo 2018.) 

 

Rangra & Bansal (2014) compared six data mining tools and concluded that KNIME is 

recommended for both novice and expert users because of its very robust built-in func-

tionalities as well as third-party integrations.  
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4 Research Methodology 

This educational data mining study would defer to the body of research that highlights the 

suitability of CRISP-DM as a methodology for data mining projects and will utilize the pro-

cess as basis for the thesis’ framework. However, because the study is more of explora-

tory and research-focused, and the scope does not cover designing or developing an ac-

tual application, minor modifications will be applied. 

 

The methodology will only use one cycle of the original CRISP-DM framework, business 

understanding phase will be framed as research understanding and deployment will only 

mean mostly reporting the outcome in this paper and simulating the model inside the tool 

of choice. Figure 3 depicts the modified framework to be used in the research and this 

chapter would detail the methods undertaken in each phase. 

 
Figure 3. Modified CRISP-DM Framework to be Used in the Thesis 

 

4.1 Research understanding 

Initial topics of interest were suggested during the first meeting between the researcher 

and the thesis supervisor. It was agreed that the topic would be in relation to machine 

learning in education based on their previous collaboration in future learning research. 

From the discussions, the idea of recommending specialization paths to incoming BITe 

students was proposed. A preliminary review of related studies was conducted by the the-

sis author. 

 

Subsequent meetings resulted in setting the research problem, objectives and assump-

tions as well as the data mining goals. The decision of using machine learning techniques 

to predict the study path selection of BITe students as the final topic for the thesis was 

thus made. It was also agreed to include motivation goals and mastery orientation be 

added as a set of possible features, supplementing other demographic variables such as 

age, gender and geographical area. Motivation theory from previous research proves its 

suitability in modeling the student behaviour/characteristic. 

 

The underlying hypothesis is that the following factors would be good predictors and clas-

sifiers of study path selection: statements on affinity to Software Development or Digital 
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Service Design paths, motivation goals, mastery extrinsic orientation, mastery intrinsic ori-

entation, age, gender, and geographic origin. 

 

Soon after that, the project proposal and the project plan were written. Based on the con-

ceptual framework described in Chapter 2, the study focus, objectives and methods were 

mapped against the body of other EDM researches and was classified accordingly, as Ta-

ble 5 below reflects.  

 

Table 5. Research Classification of the Thesis 

 
 

The suitability of KNIME as a tool was also examined. KNIME allows building flexible 

workflows and this could be suited to fit the CRISP-DM framework. KNIME will be used as 

the data mining platform for the research. 

 

4.2 Data understanding 

After setting the research objectives, framework, plan and tools, the following phase in-

volved the collection of the necessary data for the research. This subchapter discusses 

the various tasks undertaken in understanding and collecting data. 

 

The end goal for the use of the model derived from the study is to provide a baseline pre-

diction and study path recommendation to prospective students, in alignment with the Min-

istry of Education’s vision of an anticipation-led, individual learning need-based education.  

However, since the target is potential students, the data from the current learning systems 

at Haaga-Helia would not be relevant for this particular goal and is not used for this re-

search. Instead, the features to be modelled should come from the data that could be 

gathered from incoming students. 
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Another challenge is determining what type of features can be considered relevant to the 

prediction and classification of these students. Most of the research done in EDM, as dis-

cussed in the review of related literature covers modeling behaviour, predicting study suc-

cess and dropout, and increasing self-awareness of current, not potential, students. 

 

The first problem can be solved by collecting data through a questionnaire. In theory, this 

could be implemented as a pre-registration survey to incoming students or could be inte-

grated as part of the orientation week enrolment process.  

 

The second challenge can be answered by employing similar concepts as the study 

choice tests that universities provide in their websites to help potential applicants deter-

mine relevant degree programmes. 

 

4.2.1 Questionnaire Design 

To obtain a proof-of-concept for this proposed solution, a survey instrument was designed 

to obtain the quantitative data needed in the research. The questionnaire was loosely 

based on the study choice test for master’s degree programme by the University of Oulu 

(2018) and the mastery-intrinsic/extrinsic orientation questions from the Niemivirta (2002) 

study.  

 

Initial Questionnaire 

 

The first version of the questionnaire had two parts. The first part dealt with demographic 

questions about age, gender, geographic origin, semester level and specialization path. 

The second part initially had 26 questions which were tailored by the researcher and the 

thesis supervisor to reflect students’ affinity to either Software Development or Digital Ser-

vice Design paths as well as the motivational goal and mastery orientations based from 

the motivation theories explained in Chapter 2.2. 

 

Software Development (SWD) 

• I want to work with numbers. 
• I’m interested in technology. 
• I solve problems specifically with the end goal in mind. 
• I enjoy working in an environment where there is always something new going on. 
• I would want to manage people and things in my work. 
• I always keep myself with up-to-date information on new technological innovations. 
• I’d like to invent and develop new devices and applications. 
• I dream about founding my own business. 
• I want to sell things to people. 



 

 

22 

 

Digital Service Design (DSD) 

• I like to learn new languages. 
• I enjoy working together with others in a team. 
• I want to understand how people use technology. 
• It’s important that I can be creative in my work. 
• I am interested in designing archetypes/prototypes.   
• I want to work with my hands. 
• I would rather work with people than to work with machines. 
• I’m interested in teaching and guiding others.  
• I enjoy coming up with new solutions to problems. 

  

Motivational Goal (MG) 

• Career development and promotions are important for me. 
• Salary means a lot to me. 

 

 Mastery Extrinsic Orientation (MEO) 

• It is important for me that I get good grades. 
• An important goal for me is to do well in my studies. 
• My goal is to succeed in school. 

 

Mastery Intrinsic Orientation (MIO) 

• I study in order to learn new things. 
• An important goal for me is to learn as much as possible.  
• To acquire new knowledge is an important goal for me in school. 

 

The questions were to be rated using a 7-point likert-type scale: 

 
 

Pre-testing and Revised Questionnaire 

 

The questionnaire was pre-tested to three people. A statistician checked for overall quality 

of the survey instrument, a market researcher checked the questionnaire structure and the 

clarity of the language, and a student checked for the ease of understanding of the state-

ments.  

 

Comments from the pre-testing phase were considered and the questionnaire was re-

vised. Unclear statements were reworded to make sure that the participants would under-

stand them. The number of items were decreased and only the most relevant statements 

were retained so as not to overwhelm the survey participants. The statement “I like to 

learn new languages” was reassigned to SWD. The two easy items about the study paths 

were placed in the beginning to set a feeling of ease in answering, then followed by the 

�1- Strongly disagree   � 2-Disagree   � 3-Slightly Disagree   � 4-Neutral   � 5-Slightly Agree   � 6-Agree   � 7-Strongly Agree 
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section about rating statements which required more effort. The demographic part was 

moved to the end in order not to deplete the participants’ energies so that they would have 

more thoughts in rating the statements in the previous section. The item placement was 

also randomized. 

 

Eventually, the statements were trimmed down from 26 to18 and the survey instrument 

was approved for use by the thesis supervisor. A full copy of the final questionnaire can 

be found in Appendix 2. 

 

4.2.2 Data Collection 

As soon as the questionnaire was finalized, a permission was sought from the Manager of 

Research, Development and Innovation Services at Haaga-Helia. Once the approval was 

received, the data collection phase commenced and ran from February 12 to March 8, 

2019. 

 

Participants 

 

The participants were students in the Business Information Technology programme at 

Haaga-Helia UAS. Convenience sampling method was used in data collection. To maxim-

ize the number of data points to be collected, the researcher decided to use a pen-and-

paper approach with first year and second year students. The requests to distribute ques-

tionnaires were made to the professors of four BITe course: Orientation to Software Engi-

neering, Programming (Java), User Experience, and Digital Service Design. Respondents 

were given time in class to accomplish the survey. To reach the students on their third 

year and above, the participants were sampled from the respective intake’s WhatsApp 

groups using an online version of the questionnaire created in Google Forms.  

 

The students were advised that the survey was confidential and the responses cannot be 

traced back to them. They were also told that the participation to the study was voluntary. 

A total of 101 participants, about a quarter of the total BITe student population, partici-

pated in the study. 

 

Encoding and Importing data to KNIME 

 

Since there was already an online version of the questionnaire created, the Google Form 

was used to encode the data gathered from the pen-and-paper questionnaires and the 

survey was linked to a google sheet which was eventually exported in comma-separated 



 

 

24 

values (csv) format. This allowed for easier importing of the data. The csv file from the 

previous step was fed into KNIME using csv reader and preliminary inspection of the data 

was done. 

 

4.3 Data Preparation 

Steps were made to ensure that the data is ready for use in the algorithms in the modeling 

phase. From the preliminary inspection, it was noted that two rows had missing data, 

these were completed by using “Most Frequent Value” in missing value handling. Outliers 

were handled through the Numeric Outlier node in KNIME and were replaced by the 

“Closest permitted value” strategy. 

 

Average scores for the four factors were computed. Exploratory data analysis was done 

by inspecting the descriptive statistics, correlation matrix and box plot. Some insights were 

derived from the data which lead to the trimming of some statements from the list of fac-

tors. Data transformations and filtering were performed in relevant analysis. For instance, 

data were filtered to show only for SWD and DSD study paths to ensure the binary classi-

fication of data as required in the definition of the logistic regression algorithm referenced 

in Chapter 3.2.1. 

 

Standardization using z-score normalization was also implemented. Z-score normalization 

is a data transformation technique with re-scales the data so that they follow a standard 

normal distribution with mean of 0 and standard deviation of 1, a requirement for optimiz-

ing the logistic regression algorithm. Adeyemo, Wimmer & Powell (2018) conclude that 

normalization techniques improve the accuracy of the predictions in machine learning al-

gorithms. 

 

4.4 Modeling 

To try to answer the research questions, various modeling experiments were set-up and 

performed. Since the research data were labelled, supervised learning techniques were 

used. 

 

Dependent variable 

 

The label or dependent variable for this thesis was the students’ study path selections.  
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It is a non-numeric and categorical variable based on two study paths available for BITe 

students (either Software Development or Digital Service Design). 

 

Independent variables 

 

The features considered for this study were grounded on drivers used by previous re-

searchers: the first set was attributes on characteristics related to the student profiles 

(SWD, DSD factors), the next set is about motivational attributes as based on Niemivirta’s 

researches (MG, MEO, MIO factors) and the last was relating to student demographic var-

iables (age, gender, geographic area of origin). 

 

Approaches 

 

For the prediction of students’ study paths, linear regression would not be relevant be-

cause the target dependent variable (specialization paths) is not numeric. Instead, logistic 

regression was used since only binary outcome (SWD or DSD) are sought in the re-

sponse variable. This approach addresses the first research question. 

 

For the classification of students, random forest and decision tree were used to find stu-

dent categorization based on study path, mastery orientation, motivational goals and de-

mographic attribution (semester level, gender, age and geographic area of origin). This 

approach handles the second research question. 

 

Stepwise selection using backward elimination for the numerical variables was used as 

the model building technique for the logistic regression. Menard (2013) noted that step-

wise procedures are useful and applicable in purely predictive research where the con-

cern is only with identifying a model that accurately predicts a variable, and exploratory re-

search where the concern is developing prediction models of new use cases. Demo-

graphic variables were subsequently added individually and piecewise. 

 

To simulate a larger dataset, bootstrapping method using a stratified sampling technique 

was also used. Bootstrap is an approach where sample size is grown by doing many ran-

dom resampling with replacement from the original samples and Finch (2018) concludes 

that bootstrapping is useful for studies with small sample size and have complex models 

that are difficult to estimate. Lemm (2012) defines stratified sampling as a technique 

where the population is divided into exclusive groups called strata and a sample of the 

population is collected within each stratum which ensures that the distribution of the data 
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in each sample group is the same as the distribution of the population. For logistic regres-

sion modeling, the data was bootstrapped to have n= 2000 to approximate a large sample 

size. For decision trees and random forests modeling, the data was bootstrapped to have 

n=500, having enough sample size but also avoiding overfitting of the models. 

 

Data were partitioned into 80% training dataset and 20% testing dataset. This meant that 

for logistic regression, the training data was n=1600 and the testing data was n=400. For 

the two classification models, the training data was n=400 and the test data was n=100.  

 

Random seeds were used to ensure that the results of the modeling experiments are re-

producible which is important in establishing the trustworthiness of the results. Goodman, 

Fanelli & Ioannidis (2016) refers to results reproducibility as obtaining the same results by 

repeating the experiment with procedures closely matching the original study. 

 

4.5 Evaluation 

Results from the multiple modeling experiments were evaluated based on three perfor-

mance measures: accuracy, Cohen’s kappa and Area under the Receiver Operating 

Characteristic (ROC) Curve.  

 

Accuracy is the proportion of the correct number of predictions in the model. Cohen’s 

kappa, as defined by Kampakis (2016), is a very helpful but under-used statistic that 

measures inter-rating agreement for categorical items and tells how much better the 

model is compared to random guesses. Landis and Koch (1977), as quoted by Kampakis 

(2016), provided a way to interpret Cohen’s kappa as: less than 0 indicating no agree-

ment, 0–0.20 as slight, 0.21–0.40 as fair, 0.41–0.60 as moderate, 0.61–0.80 as substan-

tial, and 0.81–1 as almost perfect agreement. 

 

Hsieh (2012) describes ROC curve as a two-dimensional plot of probabilities that measure 

the efficacy of the models. The area under the curve between 0.96-1 is considered as ex-

cellent accuracy, 0.90-0.96 as very good, 0.80-0.90 as good, 0.70-0.80 as fair, 0.60-0.70 

as poor, and 0.50-0.60 as useless. 

 

4.6 Deployment/Reporting 

In the case of this study, deployment mainly meant as reporting of the research results 

and will constitute the succeeding chapters of the thesis. The model deployment was also 
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simulated inside KNIME. The final models were exported as Predictive Model Markup 

Language (PMML), a standard format used in data mining to make it easy to deploy ma-

chine learning models to different data mining tools (Guazzelli, 2010).  

 

The PMML models were re-imported in KNIME and new datapoints were fed in the mod-

els and the results were verified if the prediction/classification were accurate. 

 

4.7 Workflow Overview 

The research initially started with the aim of contributing to the overall improvement of ed-

ucation by providing data-driven insights on students. The topic of interest was then nar-

rowed down and a potential data mining problem was defined, scoped and the objectives 

were set.  

 

The research followed a modified CRISP-DM methodology and used KNIME as its data 

mining tool. A research instrument was designed in the form of a questionnaire and data 

was collected from the target population – students of the Business IT programme in 

Haaga-Helia UAS. The rest of the research methodology can be illustrated by the work-

flow in Figure 4 below. 

 

 
Figure 4. A KNIME Workflow of the Different Phases of the Research 

 

Data from the questionnaire was inputted in KNIME. After that, a preliminary data explora-

tion was done and basic descriptive statistics, correlation, and charts were inspected.  

 

Missing values were handled through the Most Frequent Value method. Outliers were 

handled through the Closest Permitted Value technique. Factors were aggregated by 

computing for the averages of the scores for each statements belonging to each of the hy-

pothesized factors. Features were trimmed and irrelevant variables were filtered. Data 

were accordingly transformed based on corresponding modeling techniques used.  
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Bootstrap sampling was done as a sample size growing method. The data points were 

partitioned in training and testing data sets. Three machine learning techniques were used 

to model the data: logistic regression, decision trees and random forests. Results were 

evaluated based on the performance measures: accuracy, Cohen’s kappa and ROC 

curve. Finally, simulation of the deployment of the final prediction and classification mod-

els were done inside KNIME. 
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5 Results 

This chapter details the empirical outcome obtained from applying the CRISP-DM meth-

odology to the research initiative. The results are based mainly from the data gathered 

from the survey instrument. 

 

5.1 Profile of the Respondents 

The population of interest is students of Business Information Technology at Haaga-Helia 

UAS. The basic demographic data about the population were shown in Chapter 2.  

 

Fifty-seven of the 101 participants were male and forty-four were female. More than half of 

those who answered (51%) were taking Software Development path, 31% were pursuing 

Digital Service Design, 15% are from Business ICT and 3% are in ICT Infrastructure. 

 

About a third (33%) of those sampled were 1st semester students, 19% were in 2nd semes-

ter, 17% were in 3rd semester, 4% in 4th semester, 13% in 5th semester, 9% in 6th semes-

ter, 3% in 7th semester and 2% in 8th semester or over. 

 

In terms of age group, 23% were 17 to 22 years old, 44% were 23 to 28 years old, 25% 

were 29-34 years old and 8% were 35 years old and over. 

 

Around 44% were from Asia and Oceania, 15% were from Finland, 23% were from else-

where in Europe, 7% were South Americans, 6% were North Americans and 5% were 

from Africa. Details of the demographic profiles can be seen as graphs in Appendices 3a 

to 3e. 

 

5.2 Exploratory Data Analysis 

Initial data exploration was done in order to check any data quality issues and to uncover 

first insights from the data. From the preliminary inspection, potential features were 

dropped from selection and further analysis was done. 

 

Because the data used in the research came from a questionnaire, data quality is as-

sured. Two missing data points were already noted during the encoding stage. The miss-

ing values were handled by completion through Most Frequent Value technique. 
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5.2.1 Discovering Preliminary Insights Using Descriptive Statistics 

The descriptive statistics of the numerical variables were checked to see any other irregu-

larities in the data. Table 6 shows the information about the minimum (lowest rating re-

ceived), maximum (highest rating received), mean (average rating), standard deviation 

and variance (measure of spread of the ratings), and skewness and kurtosis (measure of 

the shape of distribution of the ratings).  

 

Table 6. Descriptive Statistics of Numerical Features 

 
 

The statement “To acquire new knowledge is an important goal for me in school” received 

the highest mean (6.39) and lowest variation (standard deviation of 0.77) among the fac-

tors. This conveys that the participants from the specialization paths gave similar ratings 

for this statement which suggests that it might not be a good predictor for the study path 

selection since most students, regardless of study path, highly agree with it. 

 

Similarly, the statement “I am interested in technology” had the second highest mean 

(6.32) and second lowest standard deviation (0.82), which suggest that the participants 

had high level of agreement with each other’s ratings. This in turn means that the state-

ment might not be a good predictor or classifier. The mean ratings of the features per 

study paths, shown in Table 7, were also inspected. 
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Table 7. Mean Rating of Features per Study Path 

 
 

The statement “I enjoy working in an environment where there is always something new 

going on” was meant to be a factor for SWD, however the mean rating was slightly higher 

for DSD students (5.77) than SWD students (5.63). The same can also be noted for two 

other factors for SWD: “I always keep myself with up-to-date information on new techno-

logical innovations” had the mean for DSD (5.77) higher than the mean for SWD (5.63), 

and “I would like to invent and develop new devices and applications” with mean of 5.87 

for DSD higher than the mean of 5.65 for SWD. This indicates that the three statements 

might not be good predictors or classifiers for SWD. 

 

5.2.2 Checking Collinearity Using Correlation Matrix 

The correlation matrix (Figure 5) was inspected to check the collinearity of the independ-

ent variables. The two statements for the mastery extrinsic orientation (“An important goal 

for me is to do well in my studies.” & “My goal is to succeed in school.”) were strongly cor-

related with a measure of 0.69 which means that one of the statements should be taken 
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out of the selection to avoid the possibility of skewing the results of the regression model 

due to redundancy in information. 

 

 
Figure 5. Correlation Matrix Between the Features 

 

All the other variables did not exhibit high correlation with each other and would not pose 

disturbance in the results of the regression. 

 

5.2.3 Examining Distribution of Variables Using Box plots 

The box plots of the five numerical variables (DSD, SWD, MEO, MIO and MG) using un-

trimmed data were examined to see the distribution of the ratings given by Digital Services 

Design students versus Software Development students. The corresponding plots are at-

tached as appendices.  

 

Figure 6 shows the comparison of ratings for DSD-related factors by DSD versus SWD 

students. The plot for Digital Software Design students was relatively short which means 

that overall they have a higher level of agreement in terms of their ratings for DSD-related 

questions compared to Software Design students. The median response of DSD students 
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(6.17) was also higher than the median response of SWD students (5.5) in terms of agree-

ment to DSD-related statements. These suggest that DSD factor is a good viable predictor 

for study path. 

 

 
Figure 6. Distribution of Ratings for DSD Factor by Study Path 

 

On the other hand, the ratings for SWD factors by DSD versus SWD students using all the 

statements (Figure 7) showed almost similar median for both groups. The plots did not ex-

hibit a clear difference in the distribution between the two groups, suggesting that using 

SWD factor with all the six SWD-statements might not be a good predictor. 

 

 
Figure 7. Distribution of Ratings for SWD Factor by Study Path 
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The boxplots of the ratings using the full sets of features for mastery extrinsic orientation 

(Appendix 5a) and mastery intrinsic orientation (Appendix 6a) also showed similar distri-

butions between DSD and SWD students. This indicates that the two factors are possibly 

not good predictors or classifiers of study path selection. 

 

5.2.4 Trimming of Factors Based from the Exploratory Data Analysis 

Results from the exploratory data analysis reveal that at least six statements are candi-

dates for dropping from the feature selection of the regression and classification models: 

 

Software Development 

• I am interested in technology 
• I enjoy working in an environment where there is always something new going on  
• I always keep myself with up-to-date information on new technological innovations 
• I would like to invent and develop new devices and applications 

 

Mastery Extrinsic Orientation 

• My goal is to succeed in school 
 

Mastery Intrinsic Orientation 

• To acquire new knowledge is an important goal for me in school 
  
 
These statements were eventually excluded from the factors. The averages were recom-

puted and the boxplots were re-inspected to verify the aptness of the trimmed factors. 

 

Appendix 4b confirms that trimming the four statements from the SWD factors resulted in 

a shorter plot and a higher median was noted for SWD students than DSD students. This 

means that the adjusted SWD factor is now a viable predictor of study path compared to 

the full set of SWD statements. 

 

Appendix 5b still shows that the distribution of ratings of MEO for both DSD and SWD 

study paths are relatively the same. This suggests that there is probably no distinct differ-

ence in the mastery extrinsic orientation between the two groups.  

 

On the other hand, Appendix 6b illustrates that trimming the mastery intrinsic orientation 

factor somewhat improved the viability of MIO as a predictor of study path selection. It can 

now be noted that SWD students are in favorable agreement with their high ratings of MIO 

and their median rating is higher than DSD students.  
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5.3 Prediction Models 

In order to predict the students’ study path selection of either Digital Service Design (DSD) 

or Software Development (SWD), logistic regression models were developed from the 

bootstrapped samples of the training dataset (n=1600). Modeling started with the full nu-

merical features and then trimming the next insignificant variable until all that were left in 

the model were significant predictors. Afterwards, demographic factors were added and 

checked for their significance. 

 

5.3.1 Logistic regression models 

The regression model of all the numerical factors was run on the training dataset. The co-

efficient of regression and relevant statistics are shown in the table below. 

 

Table 8. Coefficient of Regression and Statistics – All Numerical Factors Model 

 
 

Table 8 shows that the P > |z| value (p-value) of the mastery extrinsic orientation was not 

less than 0.05, suggesting that there is not enough evidence to conclude that MEO is a 

significant predictor and was dropped from the regression model. Table 9 below presents 

the coefficients and statistics when the regression model was run with DSD, SWD, MIO 

and MG factors. 

 

Table 9. Coefficient of Regression and Statistics – LRModel 1 

 
Since the result displays that the p-values were all nearly zeros, all four factors – DSD, 

SWD, MIO and MG - were retained and this logistic regression model is referred to as 

LRModel 1. The demographic variable gender was added and Table 10 illustrates that the 
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p-value of gender = male is 0.017. This means that it was significant at 0.05 level. The 

model is denoted as LRModel 2. 

 

Table 10. Coefficient of Regression and Statistics – LRModel 2 

 
 

In LRModel 3, geographical area was added. All of the geographical area categories were 

found out to be significant variables with their corresponding p-values at almost zeros, as 

shown in the table below.  

 

Table 11. Coefficient of Regression and Statistics – LRModel 3 

 
 

LRModel 4 was the result of adding variable age to LRModel 1. Table 12 shows that all 

age categories were significant in the model except for age=35 years old and above with 

the p-value equal to 0.465.  

 

Table 12. Coefficient of Regression and Statistics – LRModel 4 

 
 

Two more models were developed as a result of combining the variables by adding them 

piecewise to the first model. LRModel 5 had the factors for LRModel 1 with the addition of 
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gender and geographical area. The table below reveals that all the variables and all cate-

gories of the two dummy variables were significant predictors. 

 

Table 13. Coefficient of Regression and Statistics – LRModel 5 

 
 

In LRModel 6, the variable age was added to the previous model. Table 14 displays the 

resulting coefficients of regression and z-statistics. It shows that all variables were signifi-

cant except the category age=29 to 34 years old with a p-value of 0.251. 

 

Table 14. Coefficient of Regression and Statistics – LRModel 6 

 
 

5.3.2 Performance measures 

The performance accuracy measures of the logistic regression models from the previous 

subchapter were generated by fitting the models with the bootstrapped testing data subset 

(n=400). The results are presented in the table below. 
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Table 15. Accuracy, Cohen's kappa and ROC Scores of the Logistic Regression Model 

 
 

LRModel 6 had the highest scores for all three measures with an accuracy of 85.5%, 

kappa of 0.68 and ROC probability of 0.863. On the other hand, LRModel 1 got the lowest 

performance for both ROC (0.78) and kappa scores (0.42). LRModel 4 achieved the low-

est accuracy score (73.75%) and second lowest kappa (0.43). LRModels 2, 3 and 5 had 

comparable performance scores with moderate kappa scores (0.53) and good ROC 

scores. 

 

5.4 Classification Models   

Student classification modeling using Decision Tree and Random Forest algorithms were 

done for the classification training dataset (n=400). The initial hypothesized classifiers 

were: DSD, SWD, MEO, MIO, MG factors, semester level, gender, age, and geographical 

area of origin. Several iterations and combinations of factors were modelled for each of 

the two classification algorithms. 

 

The resulting models were then validated using the testing data subset (n=100) and the 

resulting accuracy, Cohen’s kappa and area under the ROC curve probability scores were 

noted. For conciseness of the report, only the best model from the two methods are pre-

sented. 

 

5.4.1 Decision Trees 

Of the more than twenty models developed using the Decision Tree algorithm, the best in 

terms of the set accuracy criteria was DTModel 26 with the following classifiers: DSD, 

SWD, MG and geographical area of origin. The simple view of the Decision Tree model is 

displayed in Figure 8 and the full view of the model can be checked in Appendix 9. 
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Figure 8. Simple View of the Decision Tree Model 

 

Performing accuracy test on the model using the testing data (n=100) resulted in correctly 

classifying 34 Digital Service Design and 59 Software Development students with a com-

bined accuracy rate of 93% and a Cohen’s kappa of 0.851 as reflect in the figure below. 

 

 
Figure 9. Confusion Matrix and Accuracy Scores of the Decision Tree Model 

 

The resulting plot of the ROC curve (Figure 10) yielded an area under the curve with a 

0.959 probability of correctly classifying the study path selection using the factors as op-

posed to classifying randomly by chance. 

 



 

 

40 

 
Figure 10. Area under the Receiver Operating Characteristic Curve - Decision Tree 

 

5.4.2 Random Forest  

The best model formed using the Random Forest algorithm was RFModel 22 which has 

DSD, SWD, motivational goal, age and geographical area of origin as classifiers. A sam-

ple tree view from the Random Forest is attached as Appendix 10. Fitting the model on 

the testing data set (n=100) produced the confusion matrix shown in Figure 11. The model 

performed extremely well in correctly classifying 32 students from Digital Service Design 

and 62 students from Software Development, with an overall accuracy score of 94% and a 

Cohen’s kappa of 0.868. 

 

 
Figure 11. Confusion Matrix and Accuracy Scores of the Random Forest Model 
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The area under the ROC curve (Figure 12) generated a probability of 0.987 that the model 

is able to correctly categorize between the two study paths using the classifiers as op-

posed to categorizing by random. 

 

 
Figure 12. Area under the Receiver Operating Characteristic Curve - Random Forest 
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6 Discussion 

The research developed several logistic regression models and evaluated the 6 best mod-

els to accurately predict the study path selection of Business IT students. Furthermore, 

several models using advanced machine learning techniques, in particular Decision Trees 

and Random Forests, were generated to classify the students from the degree pro-

gramme. 

 

The main factors of concern were from students’ ratings on statement regarding their af-

finity to two study paths in the BITe programme (DSD factor and SWD factor). Addition-

ally, mastery orientation (MEO and MIO factors) and motivational goals (MG factor) were 

also used as predictors and classifiers based on previous researches such that of Niemi-

virta (2002), Tuominen-Soini (2012) and Winne & Baker (2013). Finally, demographic fac-

tors (age, gender, geographical area of origin) were also taken as variables for considera-

tion.  

 

The following questions guided this research study: 

 

1. Are we able to find a suitable data model that would accurately predict if students’ study 

path selection is Software Development (SWD) or Digital Service Design (DSD), based on 

their answers in a questionnaire? 

 

2. Can we find a model that could classify or cluster the students using features such as 

study paths, mastery orientation, motivation and demographic attributes such as age, 

country and gender? 

 

6.1 Factor Selection 

The statement “I am interested in technology” was intended to be a factor for Software 

Development students. It was assumed to be rated highly by software students than de-

sign students. However, inspection of the data revealed that the statement did not get 

considerable difference in ratings from the two groups. This suggests that Business IT stu-

dents, whether from SWD or DSD study paths, were equally interested in technology. 

 

More surprisingly, three statements (“I enjoy working in an environment where there is al-

ways something new going on”, “I always keep myself with up-to-date information on new 

technological innovations”, “I would like to invent and develop new devices and applica-

tions”) which were hypothesized to be factors highly linked with Software Development 
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students, turned out contrary to initial assumptions. Exploratory analysis of the data re-

vealed that Digital Service Design students had higher mean ratings to these statements 

than Software Development students. 

 

6.2 Study Path Prediction 

The first research question was answered by analyzing the data from the survey instru-

ment and performing logistic regression analysis to the data. The final six models put for-

ward for consideration received high accuracy ratings, moderate to substantial kappa 

scores and good ROC accuracy measures (see Table 15).  

 

The best among the models in terms of the set evaluation criteria was LRModel 6 which 

achieved the highest scores for all three performance measures. The significant predictors 

for the model were DSD factor, SWD factor, mastery intrinsic orientation, motivational 

goal, gender, geographical area and age, and the coefficients of regression for each of 

these factors, their z-scores and p-values were presented in Table 14. 

 

The model’s accuracy was re-validated by fitting the unadjusted, non-bootstrapped testing 

data subset (n= 17) and the resulting confusion matrix is reflected in Figure 13. The cho-

sen prediction model was able to correctly predict 7 Digital Service Design and 9 Software 

Development study path selections. Overall, the model forecasted the study path selection 

with a very high accuracy score of 94.12% and a kappa score of 0.881 indicating an al-

most perfect inter-rating agreement in correctly classifying the two study path categories 

compared to guessing the path selection randomly. 

 

 
Figure 13. Confusion Matrix and Accuracy Scores of the Final Predictive Model 

 

The ROC curve of the model, which measures the overall efficacy of the prediction, re-

sulted in a predictor with 100% probability that the model is able to assign an almost per-

fect separation of the values between the two study paths. The figure below plots the 

probability area under the ROC curve. 
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Figure 14. Area under the Receiver Operating Characteristic Curve - Predictive Model 

 

Based from the results mentioned above, it can be asserted that the research was able to 

find a suitable model that could accurately predict student study path selection based on 

ratings gathered from a questionnaire. Therefore, the first research question was satisfied. 

 

6.3 Student Classification 

To address the second research question, Decision Trees and Random Forests were 

used and more than 50 classification models were developed from the various combina-

tion of the factors. The models were then tested using the testing data subset and were 

evaluated against the three performance criteria. The best model from each of the two 

methods were assessed for consideration as the final classification model. 

 

The best Decision Tree model had DSD, SWD, motivational goal and geographical area 

of origin as classifiers. Meanwhile, the Random Forest model had DSD, SWD, motiva-

tional goal, age and geographical area of origin as significant factors. 

 

Examining the figures from fitting the models with the testing dataset reveals that both 

models had comparable excellent results. The Random Forest model achieved an accu-

racy score of 94%, kappa of 0.868 and ROC curve probability of 0.987 while the scores 
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for the Decision Tree model were 93% accuracy, kappa score of 0.851 and 0.959 area un-

der the ROC curve. 

 

Although the Random Forest model slightly outperformed the Decision Tree model, the 

differences between the performance measure of the two were almost negligible. There-

fore, both models can be recommended as final classification models for the study. The 

Random Forest model should be used for the direct fitting of data for student classification 

due of its higher accuracy scores.  

 

However, an IF-THEN classification rule can be extracted for the Decision Tree model 

which could provide an easier way of interpreting the classes, in this case the study path 

selections. For instance, referring to the simple view of the Decision Tree (see Figure 8), it 

can be inferred that a survey respondent with an average DSD factor score greater than 

6.25 AND an average SWD factor score less than or equal to 5.75 could be classified as a 

probable Digital Service Design student. 

 

The research was able to successfully obtain models that can classify students using fea-

tures such as study path factors, motivational goal, age and geographical area of origin, 

as affirmed by results of the Decision Trees and Random Forest modeling. Thus, it can be 

asserted that the second research question was answered. 

 

6.4 Simulation of Model Deployment 

KNIME Analytics Platform implemented a way for the Logistic regression and the Decision 

Tree models to be exported in PMML format which would allow the models to be easily 

used and deployed in other data mining tools. The tool did not provide the same function-

ality for Random Forest. 

 

To simulate the deployment of the final models for study path prediction and student clas-

sification, a workflow (illustrated in Figure 15) was created in KNIME to replicate the input-

ting and pre-processing of new data, fitting the data to the model and checking the predic-

tion outcomes.  

 

Two survey responses simulating profiles assumed to correspond to a Digital Service De-

sign student (female, with age range 23-28 years old, from Asia and Oceania and in 5th 

semester) and a Software Development student (male, 17-22 years old, from Europe 

(other than Finland) and in 3rd semester) were fitted in both the Logistic Regression and 

Decision Tree models. 
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Figure 15. KNIME Workflow Simulating the Deployment of the Models 

 

The logistic model correctly predicted both the study path selections, as evidenced by the 

outcome displayed in the table below: 

 

Table 16. Outcome of the Simulated Deployment of the Logistic Regression Model 

 
 

Similarly, the Decision Tree model was able to classify the study path selections correctly, 

as illustrated by the prediction outcome of the study path selection and associated proba-

bilities below:  

 

Table 17. Outcome of the Simulated Deployment of the Decision Tree Model 
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Although the deployment of the resulting models is not a scope of the thesis, this subsec-

tion illustrated the possibility of deploying the models in other systems. It has also vali-

dated the accuracy of the models in predicting and classifying study paths based on new 

data. 

 

6.5 Summary and Other Findings 

From the results of the model building using machine learning and the outcome of testing 

the final models, the research was able to successfully develop a logistic regression pre-

diction model that could predict the study path selection (either SWD or DSD) with high 

accuracy and good probability that the prediction is correct. The data used were from a 

questionnaire with the following factors: Software Development (“I like to learn new lan-

guages.”; “I solve problems specifically with the end goal in mind.”), Digital Service Design 

(“I want to understand how people use technology.”; “It’s important that I can be creative 

in my work.”; “I am interested in designing archetypes/prototypes.”; “I want to work with 

my hands.”; “I would rather work with people than to work with machines.”; “I enjoy coming 

up with new solutions to problems.”), motivational goal (“Career development and promo-

tions are important for me.”; “Salary means a lot to me.”), mastery intrinsic orientation (“An 

important goal for me is to learn as much as possible.”), age, gender and geographical 

area origin.  

 

Moreover, using the following significant classifiers: Digital Service Design and Software 

Development factors, motivational goal, age, and geographical area of origin, two classifi-

cation models were likewise generated by utilizing Random Forests and Decision Trees 

algorithms. Testing the models yielded very high accuracy results. 

 

Educational Research Mining proved to be an interesting field of study with a huge 

amount of potential research problems to be explored. And as the Finnish Ministry of Edu-

cation recently launched its Vision 2030 for higher education, now is currently an exciting 

time for researchers to take opportunities to develop innovative learning services that 

would offer help to the government’s digitalisation efforts in education. 

 

The CRISP-DM methodology was confirmed to be an effective framework that has helped 

guide this thesis forward through each of the research phases. KNIME Analytics platform 

had a gentle learning curve. Node and workflow setup and its adoption for use can be ac-

complished with a few hours of tutorials. Because the system had a convenient graphical 

user interface, advanced machine learning algorithms were utilized rapidly and without 

writing a single line of code. This has helped in developing the numerous models used in 



 

 

48 

the research quickly and efficiently. However, KNIME was not able to provide a highly 

customizable way of presenting the output from the analysis such as nicely formatted ta-

bles and graphs. It also was not able to provide PMML exporting for the Random Forest 

node. 

 

The research also fortuitously found out that there is a need to start having effective data 

collection of basic information about the students and to make these data more accessible 

to researchers. For instance, the study path selections of BITe students are currently not 

officially tracked. Demographic and other relevant information (e.g. dropout and gradua-

tion rates) are likewise not readily and publicly available.   
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7 Conclusions and Recommendations 

The study was an Educational Data Mining research focused on students of the Degree 

Programme in Business Information Technology at Haaga-Helia University of Applied Sci-

ences. The general objective of the research was to help with improving education using 

data-driven insights on students. Specifically, the goal was to conduct an exploratory re-

search to apply machine learning techniques in order to come up with: (i.) a prediction 

model of the two most common study paths in the programme, and (ii.) a classification 

model based on several factors such as students’ affinity to Software Development or Dig-

ital Service Design, motivational goals, mastery orientation and other demographic varia-

bles. 

 

The thesis was able to contribute to data mining research in education by using advanced 

machine learning algorithms to develop a novel way of predicting the study path selection 

of students in the Business IT programme. It was also able to construct classification rules 

that categorize the students based on specified factors. Moreover, the study was also suc-

cessful in showing that the proposed method of gathering the data from a questionnaire 

resulted to having viable factors that could be used for machine learning. 

 

The variables measuring affinity to Software Development (two statements), Digital Ser-

vice Design (six statements), motivational goal (two statements), mastery intrinsic orienta-

tion (one statement) and the demographic data age, gender and geographical origin were 

significant predictors of study paths. The results were able to demonstrate that the final 

logistic regression model was able to predict the study path selection of BITe students (ei-

ther SWD or DSD) with 85.5% accuracy and 86.3% probability (area under the ROC 

curve) that the model was able to distinguish between the two study paths. A validation 

test of the model was done and resulted to an even higher accuracy (94.12%) in correctly 

predicting the students’ study path selection of Software Development or Digital Service 

Design. 

 

Similarly, the classification models derived from both Random Forest and Decision Tree 

algorithms resulted in very high measures of accuracy, 94% for the Random Forest model 

and 93% for the Decision Tree model. Due to only very slight differences between the per-

formance measures of these models, both were recommended to be used for classifica-

tion. The Random Forest would result in a slightly higher accuracy rate but the model is 

more challenging to illustrate plainly. On the other hand, the Decision Tree would be eas-

ier to interpret by extracting a classification rule from its tree view. 
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Examining the results of the final models, it was confirmed that both Digital Service De-

sign (DSD factor) and Motivational Goal (MG) performed significantly as predictors and 

classifiers of student study path selection. However, the research was not able to estab-

lish the significance of Mastery Extrinsic Orientation (MEO) in predicting and classifying 

the study paths. It can also be deduced that Digital Service Design and Software Develop-

ment students are equally likely interested in technology as evidenced by the factor “I am 

interested in technology” being trimmed off of the prediction and classification features. 

 

Grounding the thesis with theories of notable researchers in the field of educational data 

mining and examining the previous papers, theses and dissertations of academics from 

respected educational institutions provided credibility to the concepts used as viewpoints 

of the study. Utilizing CRISP-DM, a well-established framework in data mining, ensured 

that the study was guided by a scientific and trustworthy process. Moreover, a thorough 

documentation of the research methodology and the use of random seeds (see Appendix 

11) throughout the model building phase guaranteed that the results are repeatable and 

reproducible. Interested researchers are able to replicate and verify the outcome of the 

thesis, therefore providing reliability to the research findings. 

 

The main limitation of the study is that the resulting models would only be able to correctly 

predict the study path selection of students with predisposed affinity to selecting Software 

Development or Digital Service Design paths. Future iteration of the thesis topic could be 

made better by comprehensively analysing and adding more factors related to character-

istics of Business IT students. Additionally, the study path prediction should be expanded 

to cover the two other paths in the programme i.e. ICT Infrastructure and Business ICT as 

well. The next research should also consider including the students from the Business IT 

programme in Finnish to get more data points. Scope expansion into university-wide pre-

diction of degree programme selection is also another topic worth considering in the fu-

ture.  

 

The resulting models for Logistic Regression and Decision Trees were exported as PMML 

format which makes the deployment of the models in other tools possible. A continuation 

of this study, possibly a thesis topic for other students, could be done by developing a 

study path predicting app that makes use of the logistic regression model derived from 

this research. The application could be implemented as part of the orientation week ser-

vices to incoming students of BITe. The app could recommend the possible appropriate 

study paths for the first-year students, thereby offering guidance and lessening their con-

fusion in which courses to take in the future.  
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The classification rule obtained from the classification model could be used as baseline 

classifiers and could be used as a guide when developing learning materials and assign-

ments, bearing in mind the motivational goals and mastery orientation of the students. 

This could help improve the teaching pedagogy in the university.  

 

Actions to improve the data collection about Business Information Technology students 

and making these data readily accessible are also recommended to be initiated. Availabil-

ity of data and accessibility to these types of information in the university are important to 

encourage more data mining initiatives in the future, which in turn would only mean im-

provements in educational institutions. 

 

Finally, the researcher recommends further exploring other machine learning algorithms 

and tools to implement more data mining researches that tackle gaps in educational set-

tings. Current digital learning services in the university could be examined and developed 

based on individual student behaviour, characteristics, needs and learning styles, thus im-

proving student performance and possibly lowering dropout rates and/or increasing gradu-

ation rates. The insights about these factors could be acquired from EDM using machine 

learning models. 
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Appendix 3a. Respondents by Semester Level 
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Appendix 3c. Respondents by Gender 
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Appendix 4a. Boxplot of SWD Factor by Study Path (Untrimmed set) 
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Appendix 5a. Boxplot of MEO by Study Path (Untrimmed set) 
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Appendix 6a. Boxplot of MIO by Study Path (Untrimmed set) 
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Appendix 7. Boxplot of MG by Study Path 

 

Appendix 8. Boxplot of DSD Factor by Study Path 

 



 

 

69 

Appendix 9. Full Decision Tree View of DTModel 26 
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Appendix 10. A Sample Tree View of RFModel 22 
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