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Jyväskylä, Finland

{tero.kokkonen, samir.puuska}@jamk.fi

Abstract. Cyber security exercises allow individuals and organisations
to train and test their skills in complex cyber attack situations. In or-
der to effectively organise and conduct such exercise, the exercise control
team must have accurate situational awareness of the exercise teams.
In this paper, the communication patterns collected during a large-scale
cyber exercise, and their possible use in improving Situational awareness
of exercise control team were analysed. Communication patterns were
analysed using graph visualisation and time-series based methods. In
addition, suitability of a new reporting tool was analysed. The report-
ing tool was developed for improving situational awareness and exercise
control flow. The tool was used for real-time reporting and communi-
cation in various exercise related tasks. Based on the results, it can be
stated that the communication patterns can be effectively used to infer
performance of exercise teams and improve situational awareness of ex-
ercise control team in a complex large-scale cyber security exercise. In
addition, the developed model and state-of-the-art reporting tool enable
real-time analysis for achieving a better situational awareness for the
exercise control of the cyber security exercise.

Keywords: Cyber Security · Exercise · Training · Situational Awareness
· Communication.

1 Introduction

Cyber security is an ongoing process where both organisations and individu-
als are training, working, and learning continually. Cyber security exercises are
an excellent way to train and simultaneously test an organisation’s or individ-
ual’s capabilities under stressful cyber-attack situations. The exercise can be
conducted in both public and private sectors. The cyber security strategy of
the European Union notices the importance of national and international cy-
ber security exercises [8]. Finland’s security strategy for society states several
times the importance of regular exercises for improving the resilience against
threats [23], whereas Finland’s cyber security strategy states that cyber threats
are evolving extremely rapidly, and therefore cyber security exercises should be
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conducted regularly for improving preparedness and cyber resilience [22]. Hand-
book for information technology and cyber security exercises [26] lists following
exercise types: unannounced live exercises, initiation exercises, staff exercises,
decision exercises, management exercises, cooperation exercises and Red Team
- Blue Team exercises. The exercise type indicates the primary function of the
exercise.

Cyber security exercises are usually organised using various teams with dif-
ferent tasks or missions. These teams are formed based on exercise type, training
goals, and available resources and personnel. Blue Team (BT) is a group of peo-
ple defending their information technology assets against cyber threats. They
also report the observations to (simulated) management, create their own situ-
ational awareness and maintain their own security posture under cyber-attack.
BT is very often modelled after a real organisation, team, or branch. There can
be one or many BTs in the exercise that can represent different aspects of the
real world. BTs often aim to role-play their normal organisational practices and
procedures. Red Team (RT) is a group of people simulating the threat actors
in the exercise by making real cyber-attacks against Blue Teams. White Team
(WT) is responsible for controlling the exercise, making observations, collecting
the data and handling the situational awareness of the exercise [5, 26, 13, 25].

Sometimes the exercise control team is also called EXCON which has sim-
ilar functions as WT. In that sense, the situational awareness of the WT is
extremely important for controlling the exercise and for making the required
decisions during the exercise. The communication patterns of the BTs are an
important source for understanding what is happening in the exercises from
the BT’s perspective, and how they are communicating with the co-operation
organisations under cyber-attack.

One of the most classical definitions of situational (or situation) awareness is
as follows: ”Situation awareness is the perception of the elements in the environ-

ment within a volume of time and space, the comprehension of their meaning,

and the projection of their status in the near future” [7]. In this study, the term
situational awareness (SA) is used. At the first level of SA there is the percep-
tion (observations and sensor information), the second level is the comprehension
(understanding the current situation) and the third level is the projection (pre-
diction of future events based on the information of earlier states and decision
makers’ pre-learned history). It is stated that with erroneous SA even the trained
decision makers will make incorrect decisions [7]. In the cyber security the ob-
jective of SA is to know what is (and will be) the security level of organisation’s
assets in the networked systems [9].

Cyber security exercises enable a comprehensive platform for studying situa-
tional awareness in cyber security and behaviour or efficiency of individuals and
teams under cyber-attack. In the study [6] a methodology is proposed for adjust-
ment of situation awareness measurement experiments within the context of a
cyber security exercise. The author of [10] states that cyber security exercises can
be used as an empirical study of situation awareness in cyber security. Also, the
paper [5] deploys cyber security exercise data for profiling the attacker. Accord-
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ing to the authors of the studies [4, 3], training and exercises have an important
role for improving the competencies in the defence of the cyber security assets
and for achieving the required level of preparedness especially in the resilience
of critical infrastructure.

Situational awareness is important for all involved teams in the exercise.
However, WT is required to have an understanding of the SA of the BTs in
exercise in order to effectively adjust and steer the exercise towards fulfilling the
desired learning and testing goals. Traditional monitoring of technical details
of the exercise environment supplemented with the analysis of communication
patterns provides an extensive view into Blue Team behaviour.

This study presents the study of Blue Team communication patterns and
based on that the implementation of the state-of-the–art reporting tool for en-
hancing the SA of the White Team during the complex and hectic cyber security
exercise. First the Finland’s national cyber security exercise is introduced, the
event timelines are are studied, and analysis is made. In addition, the reporting
tool is developed and studied to produce incident reports for enhancing the SA
of the White Team. Finally, the conclusions are done, and future research ideas
are found and introduced.

2 Finland’s National Cyber Security Exercise

Finland’s national cyber security exercise has been conducted annually since
2013 and every year, the Cyber Range of Finland’s national cyber exercise has
been Realistic Global Cyber Environment (RGCE) developed by JAMK Univer-
sity of Applied Sciences Institute of Information Technology [18].

Finland’s national cyber security exercise of 2017 was executed from 8th of
May to 11th of May and it was commanded by the Ministry of Defence with The
Security Committee. The RGCE Cyber Range and the overall implementation
was conducted by JAMK University of Applied Sciences. There were more than
100 individuals participating in the exercise forming several co-operating Blue
Teams communicating with each other according to their operational tasks. The
aim of the exercise was to practice co-operation between security organisations
and security network organisations in Finland during cyber-attacks or incidents
for verifying the performance of the participant organisations and ensuring their
further development [18].

As described in the aim of the exercise, the Blue Teams of the exercise were
formed from different security authorities of Finland. All of them were acting,
communicating and co-operating according to their real operational tasks during
the realistic cyber attacks of several simulated threat actors. Some of the Blue
Teams mainly defend their own assets whereas some Blue Teams have highly
co-operational role and act and communicate actively in accordance with that
role.
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2.1 RGCE Cyber Range

RGCE is a fully operational Cyber Range that mimics the structures, services
and traffic of the real Internet. It allows the usage of real IP addresses and
global GeoIP information with realistic end user traffic patterns automatically
generated by botnet based special software. RGCE is a closed environment,
which allows usage of real attacks or malware. [14, 12]

3 Event Timelines

Cyber security exercises consist of several components forming the core which
the White Team uses to direct the overall flow. A typical exercise contains a
background story that sets the general tone and mindset for the trainees. Sev-
eral threat actors are created to portray real-world counterparts, such as hac-
tivist groups and more advanced organisations. Based on these actors and their
modus operandi, various attack scenarios are prepared. The scenarios may in-
clude technical exploitations, denial-of-service attacks, social engineering, and
advanced directed cyber operations.

3.1 Injects

Injects are pre-prepared actions in the Cyber Range. They are modelled after the
threat actor’s simulated campaigns. For example, a malicious group may want
to use a denial-of-service (DoS) or a distributed denial-of-service (DDoS) attack
to mask a more advanced exploit, targeted at one team. This could be achieved
by two injects, one for each type of attack. The schedule for injects is drafted
at the planning stage. However, due to the live nature of cyber exercises, White
Team may choose to adjust their timing, targets or their potential execution,
depending on the Blue Team response. Adjusting overlapping incidents and in-
jects to support learning goals and desired stress levels is crucial for a successful
exercise.

For the studied exercise, dozens of injects were prepared to simulate the cy-
ber attack campaigns of threat actors. There were several realistic threat actors
modelled and simulated in the exercise and the injects were prepared to sim-
ulate the behaviour of those threat actors. The attack campaigns varied from
volumetric DoS/DDoS campaigns to targeted advanced persistent threat (APT)
attacks including for example realistic behaviour of threat actors in social media.

Figure 1 illustrates the duration of the injects during the cyber security
exercise. When WT decides to activate an inject, the actual time is recorded, as
well as the moment when the inject in question is marked as ’executed’, i.e. it
does not require any further work from any of the teams. Figure 1 shows, that
the approximate workload is relatively evenly distributed inside each exercise
day, first and last being less intensive. This was the desired goal in the planning
stage.
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Fig. 1: Inject timing, durations (lower), and cumulative sum (upper) during the
Exercise.

3.2 Communication Methods

Blue Teams were given various common methods for communicating between
groups and internally. Each team had corporate email-accounts, two kinds of
direct messaging options, and VOIP phones. Overall, the teams preferred e-mail
over other forms of communication. Therefore, this study focuses on e-mails, and
data fusion between other systems is considered as future work.

4 Analysis

Although figure 1 illustrates the approximate amount of desired work, it does
not tell how the exercise teams actually react to the injects. In some cases the
exercise teams may miss the inject entirely or fail to take appropriate measures.
Direct monitoring or questionnaires disturb the flow of the exercise and require
extra personnel.

E-mail patterns were analysed to see what communication patterns teams
use during incidents. The mail headers were extracted from mail servers and
analysed and visualised using Cytoscape software [24].

4.1 Team Communication Patterns

BTs in the exercise played several different roles. For example, one BT formed a
common networking and service platform, which includes physical networks, as
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well as workstations and intranet services, and another BT was a cyber security
service organisation offering services to all other teams.

During the exercise tens of thousands of emails were sent and received, also
including an e-mail-based Denial of Service -attack, as well as general spam, and
e-mails from automated reporting systems. BTs also forwarded information to
each other using large mailing lists. Some teams included their own address into
these lists, and therefore received many copies of their own mails. White Team
also answered to requests and inquiries that were directed to higher levels of
organisations not occupied in the exercise.

Figure 2 illustrates all used message paths between parties. Red nodes repre-
sent attacker-controlled domains, coloured ones are the Blue Teams. Edge colour
indicates the sending party. The graph shows that Teams two and five never
communicated directly, even though they should have.
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Fig. 2: The complete communication graph between domains.
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The mailing patterns mostly reflect the nature and purpose of each team.
Blue Team one, which was responsible for the core services, communicated with
all other organisations actively. Their mails informed the organisations that were
using their services about various disruptions, estimated repair times, and de-
tected threats. Blue Team two was noticeably less active. They sent only a few
notices of service disruptions, and mainly co-operated with Blue Team one, even
though they were kept up to date by other teams. Blue Team three mostly co-
operated with Blue Team five, which was expected. Blue Team six communicated
actively with every other team, delivering threat intelligence and analysis ser-
vices. Blue Teams four and one were also targeted by external Denial of Service
and phishing campaigns. This may have affected their capability to send and
receive mails.

In figure 3a, a typical set of service requests and responses is made. They
indicate that the teams still have control over their infrastructure, and are able
to take defensive measures. Figure 3b illustrates a phishing attempt, which later
evolved into a spamming attack. Grey nodes represent mailboxes belonging to
non-playing teams, while red nodes are controlled by threat actor (RT). In figure
3c Blue Team six has detected an unusually intensive port scanning originating
from the Internet. The team informs others, and it can be seen that one team
asks for more details.

tweets

WT

email

tickets

(a) Generic communica-
tion during the exercise.

tweets

WT

tickets

email

(b) Communication un-
der spam and phishing at-
tacks.

tweets

WT

tickets

email

(c) Communication under
port scanning attack.

Fig. 3: Example of communication patterns.

Although the analysis of communication patterns revealed some omissions
and errors that teams made, it does not have enough information for White
Team to form a robust SA. Also, the analysis of communication pattern is not
conducted in the real time and more real time reporting tool is required for
improving the situational awareness of White Team. It can be concluded, that
a special real time reporting system is required for obtaining data and under-
standing the Blue Team behaviour during the complex cyber security exercise.
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5 Reporting Tool for Improving White Team SA

Situational awareness is required as a basis for decision making. OODA loop
(Observation-Orientation-Decision-Action) is a classical model for decision mak-
ing [21, 15]. Another similar decision-making loop is introduced in four stages of
an adaptive security architecture (Predict-Prevent-Detect-Respond) [17]. When
reflected to both of those loops and earlier introduced definition of SA, SA is
an extremely important element of decision making. When considering different
data from different sources or sensors, there is a requirement for data fusion
or multi-sensor data fusion, which is a process of synthesising overlapping and
scattered data from the different sensors or sources to the user for achieving
comprehensive SA of focused events [11, 2].

In the cyber security exercises, the Blue Team reporting tool for gathering
the SA is required in two functions. First the Blue Teams report (automatically
from sensors or manually) their observations to the tool and forms their SA
based on data fusion. Secondly, White Team is able to monitor what the Blue
Teams are reporting and what mitigation actions they are executing [16].

The developed Reporting Tools was tested in the cyber security exercise in
the industrial domain [20]. Industrial cyber security exercise is piloted in the
project of the European Regional Development Fund/Leverage from the EU
2014-2020, called JYVSECTEC Center and managed by JAMK University of
Applied Sciences Institute of Information Technology.

5.1 Reporting Process and Software Tool

A specialised reporting process and a supporting state-of-the-art software tool
for Blue Teams was developed with the aim that the new system would lower
the barrier for reporting. The previous systems failed to encourage the teams
or reporting actionable information. Although the teams did use earlier tools to
report events, the messages were short, uninformative, and untimely. In addi-
tion, the earlier platform was cumbersome, which further discouraged reporting.
Reporting is seen in Blue Teams as an unnecessary artificial chore that hinders
their ability under the cyber-attacks or incidents.

The goal of development was to construct a reporting tool and process that
would be unobtrusive and quick to use. Comprehensive reporting was encouraged
by providing a template which contained necessary headings and hints what to
put under them. GUI with muted colours was opted to use instead of the console-
based solutions.

5.2 Reporting Format

For helping the trainees during the complex exercise scenarios, the reporting
format is kept relatively simple; it borrows elements from military-style situation
report structure. Table 1 presents the main elements of the format. In addition
to the presented elements, each report has a time-stamp and title.
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Table 1: Report template fields, translations, and purpose.
Field
(in Finnish)

Field
(translated in English)

Purpose

Havainnon laatu Type of observation What is being reported? Error condi-
tion, support request, malicious pro-
gram, etc.

Tapahtuma Incident What has happened?

Seuraukset Consequences What impact will this incident cause?
What further measures will be likely
taken to mitigate the impact?

Tarkennukset Further information Additional details about the incident or
of the overall situation.

Paikka Place Place, if relevant

A formal language was constructed for describing the reporting format in or-
der to construct domain specific language (DSL). This domain specific language
(DSL) allows the reports to be both human and machine readable. DSL is also
expandable; other message types can be added in the future. The DSL was also
equipped with syntax highlighting in the tool. As the DSL is verified using a
formal language parser, the program can also notify user if values are missing or
invalid.

The main view is illustrated in figure 4a By default, the user sees two win-
dows, one of which lists all reports made by his/her team, the other window is
for creating a new report. By clicking the reports, they can be opened into a new
window and examined separately. The screen-shot shows one additional window
that the user has opened.

Figure 4b is a screen-shot of the reporting screen. For keeping the tool sim-
ple during the complex and hectic exercise, there are only two buttons and one
syntax indicator present in the editor. The button labelled Tilanneilmoitus (Sit-
uation report) will fill the editor with the report template. The indicator states if
the document does not conform to our DSL specification. The reporting window
is a text editor with additional syntax highlighting features.

The tool was implemented using Java programming language and JavaFX
UI framework, making the tool cross-platform ready [19]. The program utilises
a message bus for synchronising messages between team members and deliver-
ing a copy of each message to White Team. Our implementation used Apache
ActiveMQ message bus for communication [1].

6 Conclusion

Monitoring Blue Team communication provides further insight into both exercise
status and team behaviour. As the analysis suggests, communication monitoring
can be a useful tool in measuring Blue Team performance during the cyber secu-
rity exercise. The analysis revealed several omissions made by the Blue Teams.
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(a) Main view of the application. The
list shows past reports, and the top
window shows one of them in full de-
tail. The report editor is in the back-
ground.

(b) Report editor with the report tem-
plate loaded.

Fig. 4: Screen shots of reporting tool.

In addition, although the overall inject timing was successful, some teams might
have benefited from intense workload.

When planning the injects, it could be useful to consider which teams are
affected, and who is responsible for keeping them informed. By implementing
real-time communication monitoring, the White Team can efficiently tell if the
teams are acting correctly.

By using e-mail graphs in conjunction with other monitoring mechanisms,
real-time mail visualisation aids White Team to build a more robust situational
awareness over the exercise. This allows more fine tuned and accurate control,
as well as more comprehensive results from the exercise.

However, the special reporting system is required to reliably monitor the Blue
Team behaviour in real-time during the cyber security exercise. This requires
additional timely reports from the Blue Teams, and a convenient, non-intrusive
way for writing and delivering them. A specialised report format and state-of-
the-art software tool was developed for achieving this goal. The tool was tested
in the cyber security exercises within the industrial domain. It will also be used
in the future exercises with improvements suggested in the initial tests.

Future work in the communication monitoring includes automating the mes-
sage parsing and visualisation process so, that it is readily available to White
Team during the exercise. This includes the development of a better visualisa-
tion system for monitoring purposes. In the future graphics will be designed to
visualise multi-edged graphs efficiently for SA purposes. Future work with the
reporting system will be more visualised SA of Blue Team behaviour for certain
exercise inject and improvements of BT SA used for BTs’ tactical leading and
decision making.
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14. Kokkonen, T., Hämäläinen, T., Silokunnas, M., Siltanen, J., Zolotukhin, M., Neijo-
nen, M.: Analysis of Approaches to Internet Traffic Generation for Cyber Security
Research and Exercise. In: Balandin, S., Andreev, S., Koucheryavy, Y. (eds.) Lec-
ture Notes in Computer Science, pp. 254–267. Springer International Publishing
(2015)

15. Lenders, V., Tanner, A., Blarer, A.: Gaining an Edge in Cyberspace with Ad-
vanced Situational Awareness. IEEE Security Privacy 13(2), 65–74 (Mar 2015).
https://doi.org/10.1109/MSP.2015.30

16. Lötjönen, J.: Requirement specification for cyber security situational awareness,
Defender’s approach in cyber security exercises. Master’s thesis, JAMK University
of Applied Sciences (Dec 2017)

17. van der Meulen, R.: Build Adaptive Security Architecture Into Your
Organization. https://www.gartner.com/smarterwithgartner/build-adaptive-

security-architecture-into-your-organization/ (Jun 2017), accessed: 23
April 2018

18. Ministry of Defence Finland: The authorities of the state administration are trained
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