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Abstract. In the cyber domain, situational awareness of the critical
assets is extremely important. For achieving comprehensive situational
awareness, accurate sensor information is required. An important branch
of sensors are Intrusion Detection Systems (IDS), especially anomaly
based intrusion detection systems applying artificial intelligence or ma-
chine learning for anomaly detection. This millennium has seen the trans-
formation of industries due to the developments in data based mod-
elling methods. The most crucial bottleneck for modelling the IDS is the
absence of publicly available datasets compliant to modern equipment,
system design standards and cyber threat landscape. The predominant
dataset, the KDD Cup 1999, is still actively used in IDS modelling re-
search despite the expressed criticism. Other, more recent datasets, tend
to record data only either from the perimeters of the testbed environ-
ment’s network traffic or from the effects that malware has on a single
host machine. Our study focuses on forming a set of requirements for a
holistic Network and Host Intrusion Detection System (NHIDS) dataset
by reviewing existing and studied datasets within the field of IDS mod-
elling. As a result, the requirements for state-of-the-art NHIDS dataset
are presented to be utilised for research and development of NHIDS ap-
plying machine learning and artificial intelligence.

Keywords: Intrusion Detection, Dataset, Cyber Security, Machine Learn-
ing, Artificial Intelligence.

1 Introduction

During the last few years, we have seen some great developments in both do-
mains of machine learning and cyber security. Companies and researchers have
investigated various ways to join these two domains with a goal of reliably de-
tecting malicious activity in complex networked systems. The development of
Intrusion Detection Systems (IDS) is one of the state-of-the-art domains where
machine learning and cyber security are combined. However, research and de-
velopment of IDS requires generating realistic network traffic and intentionally
mixing it with malicious attack traffic.



2 P. Nevavuori, T. Kokkonen

Generally, Intrusion Detection Systems are classified in two distinct ways.
One way is to classify them according to the machine learning task they aim
to fulfil. These tasks are supervised signature detection utilising labelled data
and unsupervised anomaly detection using the normally functioning system as
the baseline for comparison [7]. Another way to distinguish between the IDSs is
by their operational context. Systems that focus on inter-host connection anal-
ysis are collectively called Network Intrusion Detection Systems (NIDS) while
systems developed for intra-host activity analysis are called Host Intrusion De-
tection Systems (HIDS) [19].

Although the research and development within IDSs has been constant, the
availability of required training and evaluation datasets is weak and commonly
used misuse and anomaly detection datasets have fallen out-of-date. In some
cases, the datasets date back to ten or even twenty years. These aged but still
commonly used datasets fail to capture the complexity of modern systems and
the evolved cyber threats imposed on them. Although several datasets are pub-
licly available for research, they have been quite extensively criticised for lacking
representativeness and generalisability to modern complex environments [32, 9,
3,31]. As stated in [25], datasets are often overly anonymised, they do not in-
clude modern threats and intrusions, have weak statistical characteristics or are
not released because of the security reasons.

As these datasets are effectively just snapshots from their relevant time pe-
riod, using them is bound to negatively affect the usability of threat detection
models trained with these datasets. Because publicly available datasets have
limitations, researchers have at times utilised existing operational systems for
producing evaluation datasets. Such data, however, requires anonymisation for
protecting systems and people using them, which imposes another burden on
the researchers willing to make their datasets publicly available. This has led re-
searchers to either build small-scale laboratory-like environments for producing
and collecting data, or resort to disputed existing public datasets. Small-scale
laboratory-like environments do not tend to mimic real world IT environments
with multiple connected systems and users. Some of the datasets are also pro-
duced in environments that are outdated with regard to both the target systems
and the attacks performed on them. It is also usual for the datasets to focus
only either on the network or host data, which disallows the holistic modelling
of the state of a system.

1.1 Motivation and Structure

Relevant and effective implementation of anomaly-based IDS models requires
realistic data. There exists a risk of developing irrelevant and out-of-date models
right from the beginning when using outdated and misleading data.

In this paper, we will review the prominent intrusion detection datasets to
identify the necessary requirements for a modern IDS modelling dataset. The re-
quirements are defined in terms of overall dataset composition, collected data fea-
tures and the systems used to produce the data by comparing existing datasets.
We differentiate between requirements for network flow data and host-based
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data, and review the data collection methods for each data type. We will then
aggregate this information to identify the requirements for a modern NHIDS
training and evaluation dataset. As will be shown in Section 2, there is a de-
ficiency of datasets providing a snapshot of the environment in terms of both
network traffic and host-based activities.

The paper is organised as follows. In Section 2 we first review the datasets
selected for our review. We then compare the datasets cited and used in cyber
security ID modelling research. We then define the requirements for an IDS mod-
elling dataset capable of serving the needs of both network and host detection
in Section 3. In Section 4 we discuss the environment in which the dataset could
be generated. Lastly, we conclude our study in Section 5.

2 Dataset Review

As there already exist several cyber security method or dataset reviews pro-
viding information about distinct characteristics and features of existing pub-
lic datasets, we have focused just on a concise representation of the existing
datasets. The overview of datasets is divided into two subsections. In the first
subsection we describe the prominently used datasets. The criterion that we
used for defining a dataset as prominently used was that it should be either
well-known or at least cited in several studies related to cyber security threat
detection modelling. We give brief explanations about the selected datasets and
refer to sources providing more in-depth dissection of their contents. However,
restricting ourselves to review only datasets with a track record of utilisation
means also that some of the most recently generated datasets are not included
in the study. In the second subsection, we compare the features present in dis-
tinct datasets in order to see where the datasets agree and diverge across distinct
features.

2.1 General Overview

First we review common datasets used with network and host IDS modelling.
As the focus of our study is on building a set of dataset requirements for NHIDS
modelling, we focus on datasets providing network traffic and host-based data.
As these two are seldom combined, we have gathered information about datasets
from both contexts.

KDD Cup 1999 [29,33] has been widely used for nearly two decades [36,
19]. The dataset was created for an IDS development competition containing
aggregated and processed network and host data. KDD Cup 1999 dataset is
based on the DARPA 1998 dataset [5]. Chattopadhyay et al. [6] stated that
the KDD Cup 1999 dataset has been predominantly used in intrusion detection
studies. For these reasons, we have only included the KDD Cup 1999 dataset
and omitted the DARPA datasets. Although several researches indicate that
the dataset of KDD Cup 1999 is not realistic, that dataset is still used as a
benchmark for new methods and results of IDS study [4].
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NSL-KDD [30] builds upon the KDD Cup 1999 dataset by addressing the
problems of redundant records and imbalance of malicious samples. Because
the dataset is effectively only a filtered version of its predecessor, the dataset
describes an at least ten-year old I'T environment with expired attacks although
constructed in 2009. While the use of the dataset is trumped by the use of the
KDD Cup 1999 dataset [6], it is still present in multiple studies either as the
training or evaluation dataset. In their survey of machine and deep learning
method research within the context of intrusion detection, Xin et al. [36] discuss
multiple studies either utilising the NSL-KDD only, partially or in conjunction
with other datasets.

The Sperotto [27] dataset contains labelled network flow records collected
from a honeypot installed at a public network location. The authors refrained
from performing explicit attacks on the monitored host systems to have the
dataset further conform to real-world conditions. After the initial collection of
data, the researchers labelled the dataset utilising a correlation process based on
domain knowledge. The flow-based intrusion detection method survey by Umer
et al. [32] mentions several studies that use the dataset for evaluation purposes.

ISOT Botnet [24,35] is a labelled botnet network flow dataset merged from
a collection of publicly available datasets during the time of the dataset’s col-
lection. The merging of the datasets was performed by replaying the network
traffic from selected distinct datasets within a testbed environment. However,
no details are given about the processes used to construct the malicious samples.
While ISOT is a broader set of intrusion detection datasets, the Botnet dataset
from 2011 has been used in several detection method studies [32, 2]. The dataset
contains flow data for botnets and background traffic, however, it lacks normal
data [12].

CTU-13 [12] is a flow-based botnet dataset like the ISOT Botnet. It consists
of malicious data from an infected network and legitimate background data from
a university’s network. The dataset consists of multiple distinct scenarios with
varying statistics regarding malicious and benign traffic instead of a single collec-
tive dataset. The dataset has been used in studies focusing on botnet detection
from network flow data [17, 32].

ISCX IDS 2012 [25] dataset attempts to mimic real-world network events
with traffic profiles constructed for distinct protocols. The dataset consists of
network traffic flows collected from a simulated testbed environment. The pro-
files are essentially combinations of probability distributions fitted to features
extracted from distinct protocols. The distributions are used for network flow
data generation. This way the dataset should conform to real-world distribu-
tions of normal and background network traffic. Malicious traffic was generated
by deliberate attacks performed on the testbed environment. Like CTU-13, the
dataset contains several scenarios with distinct malicious activities. The detailed
survey by Mishra et al. [19] reports dataset usage in several IDS studies.

ADFA-LD [10,9,8] and ADFA-WD [8] anomaly detection datasets are dis-
cretely host-based and built out of tokenized system call sequences. The datasets
following in the footsteps of the 1998 UNM [13] system call dataset were con-
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Table 1. Overview of prominently used IDS datasets.
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Dataset > Z T A < 0 = < %)
KDD Cup 1999 1999 Y Y Y S 1 22 52 M  TCP Packets
NSL-KDD 2000 Y Y Y S 1 22 1,2M  TCP Packets
Sperotto 2009 Y - Y R 1 ? 14,2 M Flows
ISOT Botnet 2000 Y - Y M 1 3 (5) 1,7 M Flows
CTU-13 2011 'Y - Y S/R 13 7(9) 80 M Flows
ISCX IDS 2012 2012 Y - - S 7 4 2,5 M Flows
ADFA-LD 2013 - Y - R 1 1(6) 53 K Syscalls
ADFA-WD 2014 - Y - R 1 6(12) 58K Syscalls
UNSW-NB15 2015 'Y - Y S 1 9 2,5 M Flows

# S=Simulation, M=Merging of existing datasets, R=Real traffic/data.

P Split datasets (training, validation and testing) are considered a single dataset.

¢ Unbracketed numbers imply methods of conducting attacks (i.e. botnets) and bracketed numbers
reported attack vectors.

4 Associated report was first submitted in 2013, but dataset’s website states 2011.

structed from Ubuntu and Windows host systems separately and they aim to
facilitate the use of sequence-based models in host intrusion detection. System
call tokenization enables learning the host system’s benign baseline in terms of
sequences of system calls performed by benign applications. Deviation from this
baseline can be considered anomalous and potentially malicious. The datasets
are featured in multiple host-based IDS studies referenced in relevant reviews [36,
1].

UNSW-NB15 [21,20] is a synthetic network flow dataset constructed by sam-
pling, filtering and aggregating flow information to form two sets of artificially
generated network traffic captures. The testbed environment which the dataset
was constructed consisted of three virtual servers attached to a traffic genera-
tor. While the design schematics of the testbed imply incorporation of normal
client-side traffic, no mentions of background traffic generation are given. The
dataset was built with the intention of replacing the predominant KDD Cup
1999 dataset and it is reported being used in studies [19].

The general overview of the selected datasets occurring prominently in stud-
ies is presented in Table 1. The table contains information about the general
context of the dataset, labelling status, acquisition method, scenario count, the
numbers of malicious methods and possibly reported distinct attack vectors,
sample counts and sample types. There is a notable dispersion across sample
counts, scenarios and the number of malicious methods found in the datasets.
Only two of the datasets, the ADFAs, are distinctly host-based while the rest
are predominantly network traffic datasets.
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Table 2. Public availability and formats of IDS datasets.

% & ?0 %ﬂ 8 > ‘E

@ 1% »
Dataset EE a 2 g & 8 g Zv
KDD Cup 1999 Y - - - Y Y?* - _
NSL-KDD Y - - - Y Y - _
Sperotto - - - - - Y -
ISOT Botnet Y Y - - - - - _
CTU-13 Y Y Y Y - Y - Y
ISCX IDS 2012 - YP - - - - - .
ADFA-LD Y - - - Y - - _
ADFA-WD Y - - - Y° - _ -
UNSW-NB15 Y Y Y Y - Y - -

2 Data is comma-separated albeit text.
b Format inferred from dataset sizes.
¢ Executables can be handled as text.

While there is research citing that various datasets exist, the search for the
availability of the datasets produced varying and surprising results. Intuitively,
public availability should have a great impact on how well a dataset is received
by the community of researchers. The format of source data is also an important
factor. The rawer the data, the greater the effort to reproduce the ready-to-use
dataset.

The availabilities and data formats of the datasets are provided in Table 2.
Public availability means that the datasets are readily available for anyone to
obtain without limits and the rest of the columns indicate file formats in which
the dataset is provided. The most common formats are the raw network traffic
captures in the peap format, the text file and the comma-separated value (CSV)
file.

2.2 Network Data

In this subsection, we will compare the features of the datasets. We will focus only
on network traffic datasets, as only the KDD Cup 1999 dataset contains host-
based data in conjunction with similar ADFA datasets. The host-based datasets
are discussed briefly in Subsection 2.3. As with varying formats, there is also
variance of features present across datasets. Directly comparing the features
across datasets just by using the feature labels is misleading, as the naming
conventions vary. The features have to be thus compared by their descriptions.

The descriptions of features for network traffic datasets are given distinctly
in the following sources:

— KDD Cup 1999 and NSL-KDD network traffic features are found in [5], as
the latter is a subset of the former.

— Sperotto is described with details about its features in [26].

— ISOT Botnet is described in [24].
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Table 3. Common network traffic dataset features.

Features

Bytes, source to dest
Protocol, type

Bytes, dest to source
Packets, dest

Packets, source
Timestamp, start
Communication duration
Port, dest -
Port, source -
1P, dest -
1P, source -
Service accessed Y
Protocol, state -

~ < | KDD Cup 1999
=, | ISCX IDS 2012

< < < < < < ISOT Botnet

=<
KK KKK KK << < CTU-138
<

MR K < < < Sperotto
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MO K KKK KO K K K < UNSW-NB15

=<
<o

— CTU-13 feature descriptions were derived from data headers.
— ISCX IDS 2012 is described in [25].
— UNSW-NB15 is documented and described in [34].

After collecting the features of distinct datasets, they were matched according
to the provided descriptions. Some of the features were easy to match either
directly with their labels or using descriptions. Others had to be looked into
at a more general level e.g. how the number of packets or bytes relate to a
flow or a connection. Some datasets report the counts separately for source
and destination, while others only report a total count for communications.
Because these describe essentially the same feature, they were handled effectively
as similar. The features found in at least three of the datasets are presented
in Table 3 with additional information about the dataset where the feature is
present.

There were a total of 76 unique features across the datasets. Only 13 of these
were common at least between any three datasets. The most commonly recorded
features were the type of the communication protocol, the timestamp informa-
tion and the counts for bytes and packets per communication. The source and
destination address information was present four times, as was the communica-
tion duration. Some datasets incorporated records of accessed service and the
state of the communication protocol. Even though some features were present
just in a single dataset, multiple datasets had derived and aggregated features
present complementing the features straightforwardly extractable from the raw
traffic. While the complementary features were rather unique, their existence is
common.
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2.3 Host Data

Our selection of datasets has three either completely dedicated or network traffic
complementing occurrences of host-based data. These are the KDD Cup 1999,
the ADFA-LD and the ADFA-WD. The former of these contains the most fea-
tures describing host activities performed by malicious actors. However, as dis-
cussed in [10,9, 8], the operating system (OS), namely Solaris, from which the
host activities were tracked was not selected with a focus on high deployment on
markets. This poses a problem on generalisability even without discussing the
agedness of the OS. Host data features are also highly processed and aggregated
in terms of binary occurrences of certain indicators, which leaves a little room
for more diverse modelling; detailed information of OS processes is altogether
missing from the KDD Cup 1999 dataset.

The ADFA datasets developed one and half decades after the KDD Cup 1999
aim to address these two main shortcomings. The suffixes in the names point to
Linux (LD) and Windows (WD) datasets. The host operating systems deployed
for the corresponding datasets were Ubuntu 11.04 and Windows XP SP2, both
of which were widespread in terms of installations and use commercially at the
time. The approach to forming the datasets differs from the KDD Cup 1999
and rather follows in the steps of the late 1990’s UNM [13] dataset using raw
system calls for detecting anomalous behaviour within a host system [36,9].
This in turn allows for the sequential modelling of the host’s benign baseline for
detecting anomalies.

3 Requirements for a NHIDS Dataset

As a result of the study, the requirements for a complete, consistent and unam-
biguous NHIDS dataset are presented as follows.

The dataset shall include network traffic data. It is safe to conclude from the
recent and past reviews of intrusion detection methods that network traffic data
is the predominant choice for trying to detect malicious activities aimed at IT
environments [19, 14, 6, 18].

The dataset shall include host activity data. However, strictly sticking to
flow-based approaches tends to leave a great amount of information outside the
reach of available anomaly or signature detection methods. This is because the
network communications are nowadays commonly encrypted, leaving the payload
of the traffic unobserved [32]. Inability to access and dissect the payloads of the
traffic for detecting semantic attacks can be considered the main drawback of
the flow only approach [28]. Thus, enriching the dataset with host-based data
allows the use of network traffic data without limiting the detection possibilities
of payload-induced manifestations in the target environment and its subsystems.

The dataset shall contain multiple scenarios. A static dataset is also always
bound to be only a snapshot in time capturing a limited representation of the
observed phenomenon. In data domains, where the rate of change is slow, the
effect of limited observations is somewhat negligible. In the case of IT systems
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in general, the rate of change is high and observable within the time frames
of single years. The direction of change, however, is not only limited in the
direction of time, but also easily observable across the various implementations
of IT environments. This in turn creates a dilemma for intrusion detection - how
to determine if an intrusion detection methodology is valid outside the dataset
it was tested upon? Providing variability in the dataset itself is a way to tackle
this. Like CTU-13 and ISCX IDS 2012 datasets, building scenarios with distinct
activity profiles is a good starting point [25]. However, malicious activities are not
the only form of variance introduced to the target environments. When enterprise
networks are considered, it is normal that the topology is bound to change at
least on the edges due to recruitments of new employees. Thus, introducing
variation in the form of varying the target environment is another way to build
up scenarios.

The data shall be representative of the real-world circumstances. Otherwise
the dataset is insignificant. This requires paying attention to collecting data from
background and normal network traffic [25] as well as mundane activities of host
systems [9, 8] regardless of whether the activities or traffic are simulated or not.

The format of the data shall enforce usability. Considering the format in
which the dataset should be provided, the data should be as readily usable
as it can be from the viewpoint of the user of the data. For example, if two
methods are developed independently of each other with the same raw data,
the comparability of the results is left heavily dependent on the processes of
aggregating and collecting the dataset. Thus, while some details are inevitably
lost in the process, at least the network dataset should be in a commonly utilised
row data format, for example CSV. However, mimicking the approach of Creech
et al. [8], host data should consist of the appropriately tokenized sequences of
system calls. While the text format is sufficient for host data, providing the data
in CSV would help in removing a preprocessing step required to convert the
system call tokens to lists or arrays. There should also be verbose descriptions
of the features recorded within the dataset.

4 Producing NHIDS Dataset in Cyber Range

Producing an NHIDS dataset cannot be done in real production environments
and a small-scale laboratory environment cannot produce a dataset with the
required complexity. One possibility is to use a Cyber Range environment for
dataset production.

Cyber Range functions as a research, development, training and exercise en-
vironment for the domain of cyber security. It is a closed and controlled environ-
ment providing the capability to mimic the required networks and systems for
the purposes of research and development and supporting cyber security training
and exercises. There can be replicated representations of the required organisa-
tion’s network, systems, tools, and simulated Internet with background traffic
from applications and users. In the Cyber Range environment, it is risk-free to
use various attacks and intrusions with the required scenario. [22, 11, 15]
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For example, JAMK University of Applied Sciences has implemented Cy-
ber Range called Realistic Global Cyber Environment (RGCE). RGCE mimics
global Internet services with botnet-based traffic generation and attached organ-
isation environments [16,15]. RGCE is used in scenario-based data generation
for the development of anomaly based NIDS applying machine learning [23].

5 Conclusions

In this paper, we reviewed prominent intrusion detection datasets to identify the
necessary requirements for producing a network and host data combining state-
of-the-art intrusion detection system (NHIDS) training and evaluation dataset.
We previewed the datasets in terms of overall composition of the datasets, the
appearance of common features across them and the method their generation. A
distinction was made between network and host datasets due to the differences
in the nature of the data.

We found out that the coexistence of network and host data within a single
dataset is uncommon. While flow-based network traffic datasets form the major-
ity of datasets utilised in IDS modelling research, the encryption policies enforced
nowadays render flow-based approaches unable to grapple attack vectors present
in network traffic payloads. This is mitigable with host activity inclusion, which
has data about the effects of payloads injected to the target environment.

While there are several network traffic features sharing common ground
across multiple datasets, utilising these might not be enough. We found that,
even though having unique formulations, having aggregated and derived features
enriches the network flow dataset.

Utilisation of a state-of-the-art Cyber Range environment would be a promi-
nent future research subject for creating a real-world circumstance matching IDS
dataset according to found requirements. As small-scale testbed environments
fail to mimic the complexity of real-world IT environments, the use of a multi-
faceted, holistic Cyber Range could prove out to be a prominent platform for
generating a state-of-the-art NHIDS training and evaluation dataset compliant
with modern equipment and design standards.
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