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This thesis project was conducted on historical hydrological data. This thesis focuses on 
the water movement in the 3S basin. The 3S river basin is a transboundary river basin, 
contributing considerably to the geographical and economical activities for three countries, 
Cambodia, Lao PDR, and Vietnam. The main three rivers are Sekong, Sre Pok and Sesan, 
which affect the lots of surrounding livelihoods. The purpose was to use low-resolution 
runoff and observed streamflow data to determine a prediction of runoff in high resolution 
raster image with low-resolution runoff data and to compare high-resolution results with 
the standard error value obtained with the help of streamflow measurement. 
 
This thesis presents different interpolation techniques and error methods. The presenta-
tion covers the method of inverse distance weighing, ordinary kriging, and topological 
kriging interpolation, providing a sound knowledge of how each of the methods works. The 
required procedure for the spatial data analysis was performed using R-studio and QGIS. 
Results obtained show, less error for high-resolution than standard low-resolution data. 
Among error propagation used, KGE value is mostly considered for a proper representa-
tion of the goodness of fit. On further analyzing, absolute difference, least-square differ-
ence, and ANOVA process were performed on the obtained error value. This suggests 
that the error value had no relation with each other according to the station while there 
was no significant difference between the method used. Finally, the absolute difference 
and least square difference between standard and methods, revealed that TK had the 
least deviation from standard than of other methods.  
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1 Introduction 

 

Understanding hydrology comprises understanding the nature and components of water. 

In other words, hydrology is the study done to understand the phenomenon of water 

circulation on the ground. Studying water, in the real world, helps us in many ways. Water 

is an essential element to survive in this environment. Most daily life activities are directly 

or indirectly influenced by the water. The study on the water leads us to its energy, its 

state, its atomic form, and many more features, by means of which can able to optimize 

its utilization. On the other hand, researchers are still working on many fields of hydrology 

to uncover the multiple riddles about hydrology. This thesis is a step taken in the hydrol-

ogy to understand geographical water movement more deeply by converting low-resolu-

tion data to the high-resolution stream network data and comparing with the help of mul-

tiple error method. However, water is non-living material, and it shows its movement 

within its properties. The geographical flow direction of water (i.e. surface flow direction 

and underground flow direction), is determined by the elevation. This means water flows 

from higher elevation to the lower elevation, namely by gravity. Similarly, accumulation 

is the result of interruption to the flow of water in a certain location up to a certain level 

(elevation). The main aim of the thesis was to conduct an areal interpolation of runoff 

data from different interpolation methods and to detect different errors values for inter-

polation method used from different error formulas. Modern technology such as LIDAR 

(light detection and ranging) technology, MBS (multi beam solar) and aerial photogram-

metry techniques were considered too expensive. Due to this, the field survey method is 

efficient for generating accurate bathymetric maps (Chia-Yu Wu, Joann Mossa, Liang 

Mao, Mohammad Almulla, 2019). When this type of survey is done repeatedly in the 

same location, it provides knowledge about the hydrological nature of water during vari-

ous times and generates the time series data itself. This in return is very helpful for the 

better fit of the prediction curve for the study.   

 

 

The 3S (Sesan, Sre Pok and Sekong) river basin was selected as the area to be studied 

in the thesis project. The 3S basin is sub-basin shared by three countries Laos, Vietnam, 

and Cambodia covering over 78,650 km2 and serving more than 3.5 million people and 

richly comprise of natural resources. The river basin, on the other hand, contributing 
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most to national and regional development. In our study, this sub-basin contains 11 hy-

drological observation stations across the basin for the flow measurement in a different 

part. Our primary work is to interpolate the standard runoff value across the 3S basin 

with various techniques to find the runoff effect in streamflow followed by comparing the 

error results to the standard low-resolution data. This made it possible to detect the level 

of error deviation from the standard method, which in turn helped to select a suitable 

interpolation method among the various method. Further, the findings can help with the 

better prediction of flood risk, groundwater availability and irrigation needs. Additionally, 

our procedure aims to reveal the interpolated map and error values for the various 

method for better interpretation and conclusion. 

 

 

2 Area of Interest 

The 3S river basin is a transboundary river basin, also termed as the Sesan, the Sre Pok 

and the Sekong river basin. The river basin constitutes a significant part of the lower 

Mekong river basin with an area of 78,650 km2. Figure 1 shows the location of the 3S 

basin. 

 

Figure 1: Location of 3S basin within the Mekong basin. 
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As much as 33% of the total area of the basin is in Cambodia, 38% in Vietnam and 29% 

in Lao PDR. The source of these three rivers is situated in the Central Highlands of 

Vietnam. Sekong flows through Lao PDR and Sesan and Sre Pok river flows through 

Vietnam to Cambodia before merging. These three rivers flow over 40 km to merge with 

the main stem of the Mekong River at Stung Treng in Cambodia. Figure 2 is the picture 

showing the daily activities of people in the Sesan river (ICEM Environmental Manage-

ment, 2016). 

 

Figure 2: People’s livelihood in the Sesan river. Source: ICEM 

3 Data and Product 

3.1 Data source 

 

With the proper interpretation of data, it is possible to extract reliable results with a con-

crete conclusion. To make this thesis project possible, the raw data was extracted from 

different sources and means. Some of the important sources for the data were used are 

listed below: 

a. River network and basin outline for the 3S from online source Hydroshed organ-

ization. 

b. Catchments for every individual river segment, delineated from a DEM. 

c. HYMOS streamflow observation stations and streamflow measurements for all 

the stations are directly collected from Marko Kallio from his study. 
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d. River basin spatial polygon data frame from Hydroshed organization: an online 

source. 

To compare the results, standard measurement for the runoff was taken from LORA – a 

raster format time series data available with the standard resolution of 0.5 degrees (Sa-

naa Hobeichi, Gab Abramowitz, Jason Evans, Hylke E. Beck, 2019). Sometimes it is 

possible to encounter certain errors during the collection of data or mistakes can ran-

domly occur during the measuring process as well. For this reason, it is important to 

study data and procedurally omit such kind of data measurement. Data cleaning is a vital 

process in large data handling. Cleaning erroneous data values data from the raw data 

improves the reliability and validity of the results. This task is always a challenging task 

and improper cleaning could lead to wrong conclusions. Therefore, in order to make data 

cleaning effective following steps were taken into consideration. 

 

a. Assembling data 

It is not possible to withdraw information from data unless you have a clear vision 

about what kind of data it is. To understand data, scattered data was gathered in 

one place. To this end, QGIS (Quantum Geographic Information System) was 

utilized. Figure 3 demonstrates what the data looks like when it comes to one 

place. 

 

Figure 3: 3S basin in world map with measurement stations. 
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Table 1 lists the measurement stations and their station codes, locations, and 

types. Types refer to the river types where normal refers to the ever-flowing river. 

and N/A* not available data.    

 

Table 1: Showing the attributes of measurement stations 

Station 

Code 

Station 

Name 

River Country Type 

450701 Duc Xuyen Krong Kno Vietnam Normal  

451305 Ban Don Ea Krong Vietnam Normal 

450101 Lumphat Sre Pok Cambodia Normal 

440601 Trung Nghia Krong Po 

Co 

Vietnam N/A* 

440103 Andoung 

Meas 

Sesan Cambodia N/A * 

440102 Voeun Sai Sesan Cambodia Normal 

430106 Ban 

Veunkhen 

Se Kong LAO PDR Normal 

430105 -- Se Kong LAO PDR Normal 

430103 Chantangoy Se Kong LAO PDR Normal 

430101 Ban 

Khmoun 

Sekong Cambodia N/A * 

440201 Kontum Dak Kla Vietnam Normal 

 

To measure goodness of fit (GoF), each station had time-series measurement 

flow data from the year 1985 to the year 2008 with unit m3/s (cubic meter per 

second). The measurement error of the device was used to detect the flow rate 

of the stream is unknown. However, even in the absence of the measurement 

error details, a prediction can be made under the assumption that measurement 

error is very limited with a very minimal effect in the prediction method.   
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b. Sorting  

In the general case, raw data is most likely to be processed for the generation of 

information. Moreover, the requirement of different nature of data (i.e. flow data, 

location data, time pattern on the source data, and length of data) at once for the 

analysis of data makes handling data more complicated during this thesis project. 

Unless sorting can be made as a prior procedure, it will be more difficult to with-

draw the information from existing data. Sorting, in fact, is a process that involves 

data arrangement in a meaningful order and makes it possible to easily under-

stand, analyze or visualize. Data can be sorted in many ways depending upon 

user needs or data nature. Data sorted in this thesis project was already in as-

cending order according to date. It is not wrong to assume that time series data 

are ordered by date. In this project, data were sorted on a daily basis. In this case, 

working on daily flowrate measurements may be more accurate but drawing con-

clusions from it may be misleading and difficult for the operational purpose. So, 

the data was divided on a monthly basis considering its central tendency as the 

mean value for each month. 

 

 

Figure 4: Average monthly flow-rate measurement for each station. 
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The graph in Figure 4 shows the mean monthly value of the flow rate in the data 

from the year 1985 to 2008 for the eleven different stations. Each station has a 

different color line for the ease of observation. It has been observed from the 

graph that the least flow rate was experienced in the year 1999 and the maximum 

flow rate was experienced in the year 2001. Additionally, station Chan-tangoy 

has the highest flowrate, while station Ban-Khmoun has the second-highest 

flowrate in the graph. Similarly, station Duc Xuyen has one of the smallest 

flowrate values in the graph. The following image gives the station locations in 

the 3S river basin: 

 

Figure 5: showing station's locations along with its HYMOS code. 

Figure 5 shows the 11 stations with their respective locations in the 3S basin 

labeled by a unique HYMOS code. Observed flow direction was found to be from 

north-east direction to south-west direction, considering north-east as upstream 

zone and vice-versa. 
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c. Outliers 

Outliers are the measured value which has a value far beyond the measurement 

pattern. Outliers are not necessarily an error. In other words, it is an event that 

can be described as unusual. In mathematical terms, the outlier is the point that 

falls more than 1.5 times the interquartile range below the first quartile and above 

the third quartile. A similar process is followed in R-studio while determining the 

outliers. In the equation, outliers can be expressed as follows:  

Outlier below = Q1-1.5*IQR                                (1) 

Outlier above = Q3 + 1.5*IQR          (2) 

For instance, Figure 5 shows the outlier as the point value for the Duc Xuyen 

station. According to the plot, the median lies between the values 80 and 100. 

However, the average monthly data included a value where the measured flow 

was as high as 800 cubic meters per second. 

 

Figure 6: 1st quarter box plot for Duc Xuyen Station. 

With Equation (1) and Equation (2) for outliers, we get a few value points, which 

seems to be unusual. Data processing was done on a monthly average, which in 

other words, is a summation of daily flow data for the whole month divided by 

total days in that month. If in that case the outlier from the data is omitted, then 

for that month all observation data will be zero value. Additionally, if we somehow 

are able to replace that zero value with overall average data, this will be predicting 

the possible values over observational values, which might not be acceptable for 

the work. Therefore, for this report, it will be prudent for the outliers to be as it is 

for processed of possible outcomes. Figure 6 indicates is the outcome of 1st and 

2nd quarter data for the entire time-series data with its overall value for the 11 

measurement stations. 
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Figure 7: 1st quarter box plot for flow observation. 

 

Figure 8: 2nd quarter box plot for flow observation. 

Predicting that the flow of river water might vary seasonally, the first step to un-

derstand the data is to divide data into four parts according to the quarters of the 

year and to group flow measurement of all the stations into one box plot according 

to the quarter. This helped to organize the data in a few pictures and in a precise 

manner. Boxplots for 3rd and 4th quarter data can be seen in figures 8 and 9 

below: 
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Figure 9: 3rd quarter box plot for flow observation. 

 

Figure 10: 4th quarter box plot for flow observation. 

From the plot of Figures 8 and 9, it can be generalized that the average flow data 

of the 3rd quarter is higher than the 1st, 2nd and 4th quarters data. Similarly, the 

lowest average flow data were measured in the 1st quarter data (Figure 6). The 

flow values in the 2nd and 4th quarter data lie approximately in the same range. 

Besides, the mean flow of each station reveals that the maximum flow measure-

ment value was measured at the stations Chantangoy(430103) and Ban 

Khmoun(430101), while the lowest value was observed at the stations Duc 
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Xuyen(450701), Trung Nghia(440601) and Kontum(440201). This observation 

also shows that flow value observed for each station was lower for the upstream 

zone than that of the low-stream zone.  

 

 

3.2 Product 

 

Hydrostreamer is a product package in the R-studio developed by Marko Kallio. It is 

capable of computing weight to the river stream according to the river length or area of 

the grid for the runoff calculation. It is also used for the interpolation and downscaling 

and runoff products to an explicit river network. Hydrostreamer is performing four main 

tasks for the calculation. First, it converts raster time-series to an HSgrid object of time-

series of a certain time step. The time step can be either hour, day or month. Second, 

Hydrostreamer computes weight to the river segment according to each segment or grid. 

Weights are assigned from each polygon to the river segment within that polygon ac-

cording to either the catchment area of the river segment or the river segment properties. 

Third, it downscales runoff, disaggregates the low-resolution runoff into each river seg-

ment, which is in other words, can be understood as assigning specific runoff to each 

river segment. Finally, Hydrostreamer applies river routing for the flow downstream by 

adding all runoff to every segment downstream (see the workflow depicted in figure 10 

below). 

Simple workflow direction for the product 

 

Figure 11: Working procedure of Hydrostreamer. 

 

 

 

 

Applying River routing

Downscale runoff

Computing HS weight

Raster to HSgrid
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4 Literature review 

Interpolation 

Interpolation is the process of predicting an unknown value within the known standard 

values, while spatial interpolation deals with location, area and the predicted values from 

sample value of given location. The spatial interpolation in most of the cases is charac-

terized by measured or digitized point data, which can be approximated by functions 

depending on location in a multidimensional space, vector or tensor field. A spatial pre-

diction model is very complex. It is very hard to determine each and every variable’s 

contributing level of changes during the process. This might result in the difference be-

tween the actual measurement and calculated measurement and can be also referred to 

as non-deterministic estimation.    

Many prediction methods have been developed to approximate the value in spatial inter-

polation. Handling spatial interpolation process comes under the GIS and is normally 

based on the raster representation, which is the digital representation of heterogeneous 

datasets with different resolutions. This thesis project is influenced by the linear interpo-

lation technique and, commonly understood as an areal-interpolation technique as well. 

This type of technique is widely used in science, especially when it involves spatial data 

and continuous phenomena. In this thesis project, checking error propagation has been 

done by performing a different method of interpolation i.e. Inverse Distance Weighing, 

Ordinary Kriging, and Topological Kriging.    

 

 

4.1 Inverse Distance Weight Interpolation (IDW) 

 

Inverse distance weighting interpolation is also termed as the basic interpolation tech-

nique, which states that all points are interdependent with each other based on their 

distance to each other given by the following formula: 

 

𝐻𝑝 =
∑ ℎ𝑖

𝑑𝑖
2⁄

𝑛
𝑖=1

∑ [1
𝑑𝑖

2⁄ ]𝑛
𝑖=1

,            (3) 

where Hp is the calculated value of point p in which interpolation is affected, hi is the 

known value used to calculate the unknown value at point p, di is a distance from the 



13 

 

  

point p, and n is the number of points used in the interpolation procedure for estimating 

the values of point p. 

 

In another words, this is also called distance-based interpolation. The closer to each 

other the unknown point and the sample point are, the higher the value is and vice versa. 

For instance, people closer to the source of sound can hear this better, and as the source 

goes further and further from the observation point, the intensity of sound reduced. A 

similar phenomenon can be experienced while interpolating with the process of IDW in 

which the value of the unknown point approaches more characteristics with the value of 

the nearest observational point according to a distance measurement. With IDW inter-

polation, it is more likely to get small peaks and pits around the sample data point in the 

raster image. These small peaks and pits are also termed as bull’s eye phenomena (Bur-

rough, 1986).  

 

 

Figure 12: Illustration for IDW (GISGeography-online) 

Figure 11 illustrates the known and unknown points. To find the value of unknown points 

from IDW we have distance from the known point to unknown point, which in spatial data 

can be retrieved from longitude and latitude. With the formula of IDW, it is possible to 

find the value of unknown points. By analyzing the behavior of the calculated value, the 

information about the calculated value can be obtained. The characteristics of the value 

will be according to the separation distance i.e. more characteristics obtained from a 

nearer distance and fewer characteristics from a farther distance. The interpolation re-

sults for IDW using general R-code is obtained as follows where inverse distance power 

(idp) is raised to power 2 as shown in the equation (3): 

Library(gstat) 

IDW = idw(formula, observation point, grid, idp=2) 
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4.2 Kriging 

Kriging is an estimation approach that relies on linear weights and accounts for spatial 

continuity, data, closeness, and redundancy. In this approach, weights are unbiased and 

minimize the estimation variance. It is the procedure of obtaining the best linear unbiased 

estimates (B.L.U.E) of point values or of block averages (Armstrong, 1998). Best means 

the mean squared error is at its minimum, linear means the weighted mean is the esti-

mate and unbiased means the mean expected error is zero. For instance, considering z 

as the given data and ua as the location where a could be different integers for a different 

location. Then, z(ua) is the data values, z*(u0) is an estimate, λa is the data weights and 

mz is the global mean. 

To determine the kriging estimation of an unknown point from the given data, z(u1), z(u2), 

and z(u3), we can use the following formula: 

𝑧∗(𝑢0) = ∑ 𝜆𝑎𝑧(𝑢𝑎) + (1 − ∑ 𝜆𝑎
𝑛
𝑎=1 )𝑚𝑧

𝑛
𝑎=1  ,             (4) 

 

In Equation (4), the weighted value can be anything depending upon the nature of data. 

It can be distance or equal weight average of the data (i.e. 𝜆𝑎 = 1/𝑛). In other words, it 

is simply a linear sum or weighted average of the data in its neighborhood. Those weights 

are allocated in such a way to minimize the estimation variance, which results in unbi-

ased estimates. 

 

4.2.1 Ordinary Kriging (OK) 

 

Ordinary kriging method is the type of kriging interpolation method which considers the 

local variance of the data within the search parameters for the estimation. For the rele-

vant weighting coefficient (λi), selected locations are assigned. This method assumes a 

constant unknown mean in the local neighborhood for each estimation point. In the ordi-

nary kriging method, kriging variance is minimized using a linear external parameter 

called the Lagrange factor which helps to apply the condition that the sum of all weights 

is equal to 1. The equation of this method in matrix form can be illustrated as follows:  

[
 
 
 
 
𝛾(𝑍1 − 𝑍1)  
𝛾(𝑍2 − 𝑍1)

:
𝛾(𝑍𝑛 − 𝑍1)

1

𝛾(𝑍1 − 𝑍2) 
𝛾(𝑍2 − 𝑍2)

:
𝛾(𝑍𝑛 − 𝑍2)

1

 ….   
. . .
:
. . .
…

𝛾(𝑍1 − 𝑍𝑛)
𝛾(𝑍2 − 𝑍𝑛)

:
𝛾(𝑍𝑛 − 𝑍𝑛)

1

  1
 1
:
 1
0

 

]
 
 
 
 

∗

[
 
 
 
 
𝜆1

𝜆2

: 
𝜆𝑛

𝜇

 

]
 
 
 
 

=  

[
 
 
 
 
𝛾(𝑋1 − 𝑋 )

𝛾(𝑋2 − 𝑋 )
∶

𝛾(𝑋𝑛 − 𝑋 )
1

 

]
 
 
 
 

,       (5) 
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Where γ is the variogram values, Z1 to Zn is the real values at the location 1 to n, X is a 

location where new value is estimated, and μ is the Lagrange factor. 

According to Goovaerts (1997), key properties of OK variance is a dependency on two 

factors that is covariance model and data configuration and independent of data values. 

Dependency on two factors is an excellent feature while independent data values are 

considered to be a bad feature. It is because, with this feature, it is possible to get a high 

difference in prediction error for similarly valued data. Values for the OK interpolation is 

obtained by the following general code for R-studio: 

Library(gstat)  

OK = variogram (formula, location) 

 OK = fit.variogram (formula, vgm()) 

 OK = gstat (formula, location, model) 

 OK = predict (OK, grid)   

4.2.2 Top Kriging 

 

Top Kriging also usually termed as topological kriging is a type of kriging interpolation 

method in which the measurements are not point-values but are defined over the non-

zero catchment area ‘A’. This concept is built on the work of Sauquet (2000) with the aim 

to develop a prediction model more accurate without any further assumption. Unlike 

other interpolation, this interpolation technique considers the flow-nature of runoff. This 

means flow nature does not have more influence by the Euclidian distance over the up-

stream and downstream catchment. In other words, downstream catchment must have 

to treat differently than that of the neighboring catchment. Furthermore, this method 

takes runoff generation into consideration as the point process which in turn takes indi-

rectly consideration of different variables such as rainfall, soil characteristics, and evap-

oration. Besides these, routing of the stream network is also considered, which includes 

the accumulation of runoff along with the stream network. The name topological kriging 

is given because it takes into account the stream topology and nested catchment areas. 

Mathematically, Top kriging can be stated as follows: 

𝑧̅ (𝐴) =
1

𝐴
∫ 𝜔(𝑥). 𝑧(𝑥). 𝑑𝑥

 

𝐴
,         (6) 

where ẑ is a spatially averaged variable, ω(x) is a weighting function, and A is the spatial 

area. If A is accounted for non-zero catchment areas, then the method approach for this 

kriging system remains the same except for the variogram measurement i.e. γ- value. 
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This value between two measurements of catchment areas A1 and A2 can be obtained 

through the following equation: 

𝛾12 = 0.5 ∗ 𝑉𝑎𝑟(𝑧(𝐴1 − 𝑧𝐴2)),        (7) 

Equation (7) suggests that Variogram values are found by integrating a point variogram 

over a large number of points in each of the catchments. Using gamma(variogram) value 

to the basic kriging equation matrix, weights ‘λi’ can be calculated in the normal way for 

the interpolation. It is to consider carefully in the top kriging that the integration is per-

formed over the catchment area that drains to the outlet of the target catchment.  

General code for Top-Kriging in R 

Library(rtop) 

Topkrige = createRtopObject(observation, predictionlocations, params) 

Topkrige = rtopVariogram(Topkrige) 

Topkrige = rtopFitvariogram(Topkrige) 

Topkrige = rtopKrige(Topkrige)  

 

4.2.3 Variogram 

The variogram is a function characterizing the variability of samples along with an ex-

pectation of the random field [Z(x) – Z (x+h)]2 (Journel and Huijbregts, 1978). It compares 

the sample in terms of distance and orientation and describes how the sample relates to 

one another in the space which in return helps to characterize the spatial continuity. 

Semi-variogram is half of the variogram. This summaries information, concerning the 

spatial distribution of a variable. Lag-distance (h) is related to the variogram. ‘h’ is the 

sampling distance at the position of the sample and starts from 0 because it is impossible 

to take two samples closer than no distance apart (Clark, 2001). While creating a vario-

gram plot we can experience the direct relation to the variogram and Lag-distance(h). 

This means a variogram increase with the increase in Lag-distance. Construction of vari-

ogram includes both OK and Top kriging with different conditions and methods.   Vario-

gram can be expressed in mathematical term by the following equation: 

2𝛾(ℎ) =  
1

𝑁(ℎ)
× ∑ [𝑍𝑛 − 𝑍𝑛+ℎ]2𝑁(ℎ)

𝑛=1 ,         (8) 

where N(h) is the number of data pairs at the distance h. Z(n) is the value at location n, 

and Z(n+h) is the value at location h distance from n.  
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Theoretical variogram model 

Variogram cloud is the point to represent the variability among the location with the dis-

tance. It is the prerequisite for the prediction of the kriging method. Fitting-variogram 

incorporates overall points and represents the value through the curve. The nature of the 

curve depends upon the model used. The model can be spherical, exponential or Gauss-

ian (There are other models, but these are commonly used). Figure 12 is the picture of 

the theoretical variogram model which represent the overall variogram model in a similar 

way. The standard variogram model has nugget, range, and sill. 

Nugget is an effect, experience in the variogram model where the semivariance curve 

intersects the y-axis. If the semivariance curve intersects y-axis at 2 then the nugget is 

2. It is because, at lag distance zero, the value of the semivariogram is also zero. But, at 

an infinitely small separation distance, the value is slightly above than zero which in turn 

approximately observes as zero as shown in the picture. 

Sill is the value from where the fitted curve flattens out.  

Range in general terms is the distance between nugget distance and sill distance. Con-

sidering this, in the variogram model minimum value is the nugget and the maximum 

value is the sill.     

 

Figure 13: Illustration of the variogram model. 
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5 Workflow 

 

Figure 14: Workflow diagram 

 

Figure 13 is a hierarchical work model that reveals the stepwise workflow during this 

project. The primary task was the collection of datasets from the various sources. Two 

types of datasets were collected. The first one is the standard data set from LORA and 

the second one is the raw data set which is flow measurements of sample locations in 

the 3S river basin. 

Product (Hydrostreamer), capable of analyzing the raster stack form, is used for analyz-

ing all output from the overall set of data. While routing runoff value to the stream, hy-

drostreamer did not consider all variables (e.g. soil absorption capacity, evaporation, and 

the direction of storm movement) Standard data is the time series raster data and can 

be used in the numerical format for analysis, which in return produces standard results. 

On the other hand, the crucial task was to form time-series output from the interpolation 

method. Each of the interpolation methods comprises of time series raster output which 

Dataset

Raw (analysis 
and interpretation)

output 1

Product

(Hydrostreamer)

results

Comaparision to 
standard

output 2

Hydrostreamer

results

comparision to 
standard

output 3

Hydrostreamer

results

Comparision to 
standard

Standard

standard output

Hydrostreamer

Standard results
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will go through the product and after each result obtained will then be compared with the 

standard result.  

 

Working terminology and procedure  

The report primarily deals with extracting information from data for the standard compar-

ison. Without understanding data, conclusive working is not possible. Data were viewed 

in different format in prior and further process initialized. The process at first included the 

working grid with a similar projection for the required prediction map. Inverse distance 

weighting interpolation consumes less time among the other interpolation process. So, 

initiation of the process was done with IDW followed by OK and TK. The idea was to 

generate a monthly raster image from 1980 for each prediction method. IDW is only 

possible with the required number of points for interpolation, for which centroids from the 

grid are taken.   

The process was initialized with the standard point value of runoff extracted from stand-

ard data LORA at the resolution of 0.5 degrees and substituting the runoff value to the 

centroids of the grid was then followed by methodological interpolation in high resolution, 

which in this report is 0.0391 degree. Doing so, It was possible to aggregate the runoff 

data to the stream and to analyze the variation of streamflow caused by the runoff ag-

gregate. Standard data used in this report allowed seeing the results only in the low 

resolution, but the output built for the report provided the higher resolution data and en-

abled analysis of the data on high-resolution. Before analyzing error values, it was crucial 

to add the observation (flow data) for comparison, where the product in this project went 

through the identical month values for analyzing the process.  

Figure 14 shows the raster images for an identical month, which shows how the runoff 

values are distributed according to the different prediction process. The first picture 

shows the distribution of runoff value through inverse distance interpolation. The second 

picture shows runoff distribution from ordinary kriging method, whereas the last picture 

shows runoff distribution through topological kriging method. All three images are shown 

with the contour lines with the same range of runoff values to understand the nature of 

runoff distribution by each method.       
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Figure 15: Interpolated raster image for IDW, OK and TK from left, right and down respectively 

 

To understand the results, it is vital to understand the process of error measurement 

used for the results. Among various error methods, this project utilized six different error 

systems which are explained below: 

a. Mean Error (ME) 

The mean error is an error measurement which is also called an average of all 

errors. For the single measurement, the mean error is the difference between the 
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actual value and the average value. For, multiple measurements it is mathemat-

ically written as follows: 

𝑀𝐸 = 
∑(𝑎𝑐𝑡𝑢𝑎𝑙−𝑎𝑣𝑔 𝑣𝑎𝑙𝑢𝑒)

𝑁
 ,         (9) 

where N is the number of measurements. 

This error calculation method is often debated on because it is possible that the 

two different values, positive and negative cancel each other resulting in zero 

error. For example, two errors with -5 and 5 value each result mean error zero 

because they cancel each other. However, this method can still be utilized to gain 

a general view of data structure and information.  

b. Root Mean Square Error (RMSE) 

RMSE is the method selected by practitioners for frequent use to draw conclu-

sions about forecasting methods, although it is unit free. It is the square root of a 

mean square error where the mean square value refers to the average squared 

difference between the estimated value and actual value. Mathematically, above 

can be shown as follows: 

𝑀𝑆𝐸 = 
1

𝑛
∑ (𝑌𝑖 − Ŷ𝑖)

2𝑛
𝑖=1  ,       (10) 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑌𝑖 − Ŷ𝑖)

2𝑛
𝑖=1  ,       (11) 

Generalizing the above equation, it is found that RMSE is the square root of av-

erage squared error. According to the study made by J.Scott Armstrong and Fred 

Collopy (1992) about error measures and their comparisons among different er-

ror propagation, it has been stated that RMSE has given a low level of reliability 

among the error method used. This means the result from the RMSE method was 

more deviated from the actual results than the results of other methods. 

c. PBIAS 

Bias in a statistical term is the results in which the expected value of results differs 

from the true underlying quantitative parameter being estimated. For percentage 

bias, the results are as a percentage showing the tendency of simulated values 

to approach the observed ones. To get percentage error, the value of bias is 

divided by theoretical value followed by multiplication of 100. 

𝐵𝑖𝑎𝑠 = 𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 − 𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑣𝑎𝑙𝑢𝑒,       (12)  

𝑃𝑏𝑖𝑎𝑠 =  
𝐵𝑖𝑎𝑠

𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑣𝑎𝑙𝑢𝑒
∗ 100 ,       (13)       
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In R-studio, Pbias can be calculated by Pbias function with the help of simulated 

values and observed values. Positive value and negative value are called as pos-

itive bias and negative bias. The higher these values are, the higher the bias is. 

Zero is considered to be the value where the non-bias condition prevails. The 

higher the difference from the optimal value ‘zero’, the more unacceptable the 

model will be.  

d. Nash-Sutcliffe efficiency (NSE) 

It is a coefficient used to evaluate the hydrological model’s predictive power. Its 

value ranges from -∞ to 1. The value of 1 represents full efficiency in which mod-

eled discharge perfectly matches observed data. 0 represents the prediction of 

models is approximately equal to the mean of observed data. The case of NSE 

value less than zero prevails if the observed mean is a better predictor than the 

model. The value of NSE can be derived as follows: 

𝑁𝑆𝐸 = 1 − 
∑ (𝑄𝑚

𝑡 −𝑄𝑜
𝑡)2𝑇

𝑡=1

∑ (𝑄𝑜
𝑡−Ǭ𝑜

 )2𝑇
𝑡=1

,      (14) 

where Q0 is the mean of observed discharge, Q0
 t is observed discharge at time t 

and, Qm is the modeled discharge. 

In addition, the closer the value of NSE is to the 1, the more efficiency the model 

is. However, the obtained value is sensitive to the extreme values which are large 

outliers. If the data contains such extreme values, then results obtained through 

the process might be sub-optimal. 

e. R-squared (R2) 

It is a statistical measure that reveals the closeness of data to the fitted regression 

line. The value of R-squared ranges from 0 to 1 where 0 represents the relation 

between the fitted line and data points is very less whereas 1 represents the 

strong relationship between data points and fitted line. It is also termed as a co-

efficient of determination. In a statistical model, its main objectives are predicting 

future outcomes or testing the hypothesis. For R-square to be one, the summa-

tion of deviation from fitted line value must be zero which in other cases can be 

understood as error must be zero. 

Most common way of understanding R2 is the following equation: 

𝑅2 = 1 − 
𝑆𝑆𝑟𝑒𝑠

𝑆𝑆𝑡𝑜𝑡
,       (15) 

𝑤ℎ𝑒𝑟𝑒, 𝑆𝑆𝑟𝑒𝑠 = ∑ (𝑦𝑖 − 𝑓𝑖)
2

𝑖 = ∑ 𝑒𝑖
2

𝑖 ,     (16) 

 𝑆𝑆𝑡𝑜𝑡 = ∑ (𝑦𝑖 − ŷ)2
𝑖  ,      (17) 
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where (𝑦𝑖 − ŷ)2 is the proportional variance of the data and  𝑓𝑖 is the fitted or 

predicted value. Moreover, the coefficient of determination gives information 

about the goodness of fit of the model and information about how well the regres-

sion coefficient approximate real data points. 

f. Kling-Gupta Efficiency (KGE) 

KGE is a goodness of fit measure which facilitates the analysis of correlation, 

bias, and variability in the context of hydrological modeling. This system was de-

veloped by Gupta at al. (2009) and was further revised by Kling et al. (2012) to 

ensure the bias and variability ratio not cross-correlated. Mathematically, the 

equation can be expressed as follows: 

𝐾𝐺𝐸 = 1 − √(𝐶𝐶 − 1)2 + (
𝑐𝑑

𝑟𝑑
− 1)2 + (

𝑐𝑚

𝑟𝑚
− 1)2 ,    (18) 

In the above expression, CC refers to Pearson coefficient value, the cd is a stand-

ard deviation and rd is a standard deviation of forecast values. Similarly, rm and 

cm are an average of observed and forecast values, respectively. KGE with a 

positive value is a good value for the goodness of fit measure, if it went to nega-

tive the fit is not considered good. Since KGE incorporates the bias and NSE 

factor as well, it is considered to be an important factor in determining the good-

ness of fit in this project.         

 

 

 

 

 

 

6  Results 

All our work reveals different errors value for different error methods for each interpola-

tion method. From the standard data, we have error results which are shown in table 2 

below. 
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Table 2: Error result between standard data set and flow observation 

S.N. Prediction 

name 

Station 

Code 

ME RMSE PBIAS 

% 

NSE R2 KGE 

1. Ban Veunkhen 430106 285.25 564.23 159.6 -0.46 0.05 -0.83 

2. __ 430105 -93.35 366.91 -25.1 0.35 0.48 0.27 

3. Chantangoy 430103 -777.25 1651.06 -61.2 -0.01 0.49 -0.07 

4. Trung Nghia 440601 36.29 88.54 83.5 -0.03 0.16 -0.14 

5. Kontum 440201 -24.19 61.67 -27.6 0.27 0.38 0.43 

6. Voeun Sai 440102 -179.10 537.02 -29.5 0.40 0.53 0.34 

7. Andoung 

Meas 

440103 -37.84 303.61 -10.6 0.41 0.42 0.49 

8. Ban Khmoun 430101 -538.58 1077.07 -40.0 0.33 0.72 0.24 

9. Lumphat 450101 228.47 750.75 42.7 -0.06 0.17 0.24 

10. Ban Don 451305 107.83 215.32 52.2 0.24 0.45 0.36 

11. Duc Xuyen 450701 -15.68 79.98 -15.1 0.29 0.32 0.35 

 

Table 2 represent different error calculated between flow discharge of each station and 

the standard runoff value to that station. Standard runoff value with the properties of the 

product used at the report, accumulated and routed to the river network associated to 

relative station. From the standard data (LORA.tif) file and observation, it is found that 

the strong correlation is 0.72 for the station Ban-Khmoun (430101) and the weak corre-

lation coefficient is gained for station Ban-Veunkhen (430106) with the value of 0.05. 

KGE value associated with two relative stations is 0.24 and -0.05 respectively. Mean-

while, the highest value of KGE is for the station named Andoung Meas (440103) with a 

value of 0.49. Considering only KGE value, obtained three values are negative that is -

0.83, -0.07, - 0.14 which are for the stations Ban Veunkhen, Chan tangoy, and Trung 

Nghia respectively. Considering the obtained fact from bias percentage, the highest pos-

itive bias percentage is 159.6 for station Ban Veunkhen and the highest negative bias 

percentage is -61.2 for the station Chantangoy. However, acceptable bias percentage is 

for station Andoung Meas with a value of -10.6 because of less deviation from optimal 

value zero.     

A similar procedure during the process has been applied to obtained error results for 

output but instead of Standard raster file, different raster files with high resolution have 

been constructed with three different methods (IDW, OK, and TK) for the assessment of 
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error value obtained for each method. Table 3 is the error calculation for the Inverse 

distance weighting method. 

 

Table 3: Error results between IDW interpolation and observation flow measurement 

S.N. Prediction 

name 

Station 

Code 

ME RMSE PBIAS 

% 

NSE R2 KGE 

1. Ban Veunkhen 430106 256.84 558.85 143.7 -0.43 0.04 -0.69 

2. __ 430105 -112.55 374.70 -30.2 0.32 0.49 0.24 

3. Chantangoy 430103 -813.76 1634.89 -64.1 0.01 0.60 -0.06 

4. Trung Nghia 440601 41.11 94.35 94.6 -0.17 0.15 -0.17 

5. Kontum 440201 -16.14 51.37 -18.4 0.49 0.54 0.56 

6. Voeun Sai 440102 -195.32 587.37 -32.2 0.28 0.41 0.25 

7. Andoung 

Meas 

440103 -50.50 317.66 -14.2 0.36 0.38 0.39 

8. Ban Khmoun 430101 -606.97 1102.47 -45.1 0.30 0.75 0.22 

9. Lumphat 450101 228.46 600.60 42.7 0.32 0.42 0.33 

10. Ban Don 451305 93.41 231.59 45.2 0.12 0.29 0.29 

11. Duc Xuyen 450701 -17.52 69.21 -16.8 0.47 0.54 0.44 

 

In Table 3, the prediction name reveals the method used to create an interpolated raster 

data file. In this table, each error value can be experienced differently from the standard 

value table. Viewing PBIAS, NSE, R2, and KGE at once, high error value can be obtained 

from station Ban Veunkhen with the value 143.7, -0.43, 0.04, -0.69 respectively. This 

suggests that runoff model for this station is not much acceptable. Similarly, station Kon-

tum has the lowest error for NSE and KGE with values 0.49 and 0.56 respectively. How-

ever, the highest correlation coefficient is 0.75 for station Ban-Khmoun and the least 

percentage bias value experienced for station Andoung Meas as -14.2. Additionally, the 

highest error value for the RMSE and ME is obtained for station Chantangoy with a value 

of 1634.89 and -813.76 respectively. 

After IDW, the next step was a similar analysis through the ordinary kriging method which 

is shown in table 4.  
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Table 4: Error results between OK stations and flow observation measurement 

S.N. Prediction 

name 

Station 

Code 

ME RMSE PBIAS 

% 

NSE R2 KGE 

1. Ban Veunkhen 430106 264.42 564.99 147.9 -0.46 0.04 -0.72 

2. __ 430105 -106.96 371.29 -28.7 0.33 0.49 0.25 

3. Chantangoy 430103 -806.35 1625.57 -63.5 0.02 0.61 -0.05 

4. Trung Nghia 440601 40.44 95.08 93.1 -0.18 0.15 -0.15 

5. Kontum 440201 -18.38 52.60 -21.0 0.47 0.53 0.56 

6. Voeun Sai 440102 -201.85 595.89 -33.3 0.26 0.38 0.24 

7. Andoung 

Meas 

440103 -55.33 317.93 -15.5 0.35 0.38 0.39 

8. Ban Khmoun 430101 -606.95 1096.52 -45.1 0.30 0.75 0.23 

9. Lumphat 450101 235.24 616.93 44.0 0.28 0.39 0.31 

10. Ban Don 451305 96.14 232.74 46.5 0.11 0.29 0.28 

11. Duc Xuyen 450701 -16.48 70.41 -15.8 0.45 0.52 0.42 

 

With table number 4, different error propagation between standard runoff value and ob-

served value for the stream method can be generalized ordinary kriging interpolation. 

From the table, different error values for the different station can be observed. Among 

the highest value of KGE and NSE method is 0.56 and 0.53 respectively for the station 

Kontum. Under this method, the correlation coefficient value is still highest for the station 

Ban Khmoun which is 0.75. 

Topological kriging interpolation is performed with given standard runoff values and 

routed to the stream through as usual procedure performed for other two different meth-

ods and matched against the observed streamflow which results in the following table 5. 
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Table 5: Error results between TK interpolation and flow observation measurement 

S.N. Prediction 

name 

Station 

Code 

ME RMSE PBIAS 

% 

NSE R2 KGE 

1. Ban Veunkhen 430106 265.43 566.18 148.5 -0.47 0.04 -0.73 

2. __ 430105 -107.27 371.60 -28.8 0.33 0.49 0.25 

3. Chantangoy 430103 -804.13 1625.13 -63.4 0.02 0.60 -0.05 

4. Trung Nghia 440601 39.26 95.74 90.4 -0.20 0.14 -0.13 

5. Kontum 440201 -19.12 53.59 -21.8 0.45 0.52 0.54 

6. Voeun Sai 440102 -201.53 594.77 -33.2 0.27 0.38 0.25 

7. Andoung 

Meas 

440103 -57.84 313.44 -16.2 0.37 0.40 0.40 

8. Ban Khmoun 430101 -599.13 1089.71 -44.5 0.31 0.74 0.23 

9. Lumphat 450101 243.94 631.72 45.6 0.25 0.36 0.28 

10. Ban Don 451305 95.90 233.01 46.4 0.11 0.28 0.27 

11. Duc Xuyen 450701 -15.88 70.51 -15.3 0.45 0.51 0.43 

 

Table 5 is the topological kriging error value table among which for station code 440201 

(Kontum), KGE value is 0.54 which means this has the best fit among the other stations. 

Similarly, the worst fit among the station’s flowrate with the predicted runoff value is sta-

tion 430106 (Ban Veunkhen) with KGE value negative 0.73. Also, according to the cor-

relation coefficient, the highest correlation among runoff predicted and flowrate is with 

the station 430101 (Ban Khmoun) and the lowest correlation coefficient is the same sta-

tion as of lowest KGE value.  
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7 Comparison 

 

This section includes the difference between standard low-resolution data results and 

the results obtained through the interpolation technique that had been used for the report. 

Comparison is based on the amount of error results deviated from the standard error 

result to the output error value. The comparison might lead to an unacceptable negative 

value, for example, RMSE could be negative. This happens in the case where the stand-

ard error value is less than that of an interpolated error value. In order to interpret pru-

dently and to avoid the above process, the system is directed by modulus sign. To un-

derstand the process, following mathematical notation will be helpful.  

𝐶𝑜𝑚𝑝𝑎𝑟𝑖𝑠𝑜𝑛 = | 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟 𝑣𝑎𝑙𝑢𝑒 − 𝑖𝑛𝑡𝑒𝑟𝑝𝑜𝑙𝑎𝑡𝑒𝑑 𝑒𝑟𝑟𝑜𝑟 𝑣𝑎𝑙𝑢𝑒 |          (19) 

Table 6 reveals the difference in error value between standard error value and IDW in-

terpolated error value. The comparison results suggest that highest difference in KGE 

value is 0.14 for station 430106 and the lowest difference in KGE value is 0.01. Likewise, 

in correlation coefficient, station 450101 has the highest value with 0.25 and the lowest 

difference is 0.01 for station 440601 and 430106. The highest bias percentage difference 

is 15.9. The highest difference for ME and RMSE is 68.39 and 150.15 for station 430101 

and 450101 respectively. 

Table 6: Comparison table between Standard and IDW 

S.N. Prediction 

name 

Station 

Code 

ME RMSE PBIAS 

% 

NSE R2 KGE 

1. Ban Veunkhen 430106 28.41 5.38 15.9 0.03 0.01 0.14 

2. __ 430105 19.20 7.79 5.1 0.03 0.01 0.03 

3. Chantangoy 430103 36.51 16.17 2.9 0.02 0.11 0.01 

4. Trung Nghia 440601 4.82 5.81 11.1 0.14 0.01 0.03 

5. Kontum 440201 8.05 10.30 9.2 0.22 0.16 0.13 

6. Voeun Sai 440102 16.22 50.35 2.7 0.12 0.12 0.09 

7. Andoung 

Meas 

440103 12.66 14.05 3.6 0.05 0.04 0.10 

8. Ban Khmoun 430101 68.39 25.40 5.1 0.03 0.03 0.02 

9. Lumphat 450101 0.01 150.15 0.0 0.38 0.25 0.09 

10. Ban Don 451305 14.42 16.27 7.0 0.12 0.16 0.07 

11. Duc Xuyen 450701 1.84 10.77 1.7 0.18 0.22 0.09 
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A comparison between standard error value and ordinary kriging interpolated error value 

can be seen from table 7. The highest difference in KGE value from standard was found 

to be 0.13 in the stations 440201 with the closest being 0.11 in the station 430106 

whereas the lowest KGE, 0.01, was observed in station 440601. Moreover, the highest 

value of R2, 0.22, was observed in station 450101 which was closely followed by station 

450701 with the value of 0.20. Similarly, on the other extreme, stations 430101, 430105 

and 440601 has value 0.0. followed by station 430101 with 0.03. 

 

Table 7: Comparison table between Standard and OK 

S.N. Prediction 

name 

Station 

Code 

ME RMSE PBIAS 

% 

NSE R2 KGE 

1. Ban Veunkhen 430106 20.83 0.76 11.7 0.00 0.01 0.11 

2. __ 430105 13.61 4.38 3.6 0.02 0.01 0.02 

3. Chantangoy 430103 29.10 25.49 2.3 0.03 0.12 0.02 

4. Trung Nghia 440601 4.15 6.54 9.6 0.15 0.01 0.01 

5. Kontum 440201 5.81 9.07 6.6 0.20 0.15 0.13 

6. Voeun Sai 440102 22.75 58.87 3.8 0.14 0.15 0.10 

7. Andoung 

Meas 

440103 17.49 14.32 4.9 0.06 0.04 0.10 

8. Ban Khmoun 430101 68.37 19.45 5.1 0.03 0.03 0.01 

9. Lumphat 450101 6.77 133.82 1.3 0.34 0.22 0.07 

10. Ban Don 451305 11.69 17.42 5.7 0.13 0.16 0.08 

11. Duc Xuyen 450701 0.80 9.57 0.7 0.16 0.20 0.07 

 

On the edge, TK comparison to the standard has been done with the same procedure, 

reveals the following difference from the standard error values. The degree of deviation 

from the standard’s data error is shown in table 8 below: 
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Table 8:  Comparison between Standard and TK 

S.N. Prediction 

name 

Station 

Code 

ME RMSE PBIAS 

% 

NSE R2 KGE 

1. Ban Veunkhen 430106 19.82 1.95 11.1 0.01 0.01 0.10 

2. __ 430105 13.92 4.69 3.7 0.02 0.01 0.02 

3. Chantangoy 430103 26.88 25.93 2.2 0.03 0.11 0.02 

4. Trung Nghia 440601 2.97 7.20 6.9 0.17 0.02 0.01 

5. Kontum 440201 5.07 8.08 5.8 0.18 0.14 0.11 

6. Voeun Sai 440102 22.43 57.75 3.7 0.13 0.15 0.09 

7. Andoung 

Meas 

440103 20.00 9.83 5.6 0.04 0.02 0.09 

8. Ban Khmoun 430101 60.55 12.64 4.5 0.02 0.02 0.01 

9. Lumphat 450101 15.47 119.03 2.9 0.31 0.19 0.04 

10. Ban Don 451305 11.93 17.69 5.8 0.13 0.17 0.09 

11. Duc Xuyen 450701 0.20 9.47 0.2 0.16 0.19 0.08 

 

Table 8 shows the level of deviation from standard data error results to the TK error 

results. TK shows less deviation among the other two methods above. At station 440201 

highest KGE difference was found to be 0.11 followed by station 440102, 440103 and 

451305 with a KGE difference of 0.09 each. On the contrary, the least KGE difference 

was found to be 0.01 at stations 440601 and 430101. Similarly, the highest difference 

for R2 was 0.19 at station 450101 and 450701. Meanwhile, 0.01 was found to be the 

least value difference for R2 for two stations, 430106 and 430105. Largest percentage 

bias value difference was found to be 11.1 for station 430106 and the least value for 

Pbias was 0.2 for station 450701. Likewise, the highest value difference for ME and 

RMSE is 60.55 and 119.03 for station 430101 and 450101 respectively. At the other end 

of extreme value for ME and RMSE was 0.20 and 1.95 for the stations 450701 and 

430106 respectively. 

 

 

ANOVA and Least square deviation for KGE Value 

Further analysis was performed for the KGE value obtained from all methods. Firstly, 

two-factor analysis of variance was done without replication considering modeled value 

as one factor and station value as other factors (Appendix). The obtained P-value among 



31 

 

  

the stations was 4.31*10-21 and among the methods was 0.941. This shows that there is 

no relation to the KGE value obtained among the stations and high similarity in the KGE 

value among the method used. Also, the summation of the least square deviation was 

done to ascertain the lowest value for the method (Appendix). The analysis shows that 

the lowest summation value was for TK which is 0.0554 followed by OK 0.0662 and IDW 

0.078. 

 

8  Conclusion 

 

This chapter provides an overview of how prediction models vary along its error propa-

gation to ascertain hydrological movement (runoff and streamflow). With the analysis of 

the results, it was found that high-resolution data has less error than that of low-resolution 

data. This means the observational value is more accurate in high resolution than in low-

resolution format. It is surprising that despite the limitation of inverse distance weighting 

(IDW), error calculation for the IDW method shows less value for error results over the 

other two methods. Also, for the ordinary kriging (OK) method, the value obtained re-

sembles some extent to the topological kriging (TK) method. On further analysis of error 

results in the prediction models, the error values do not differ significantly from each 

other. Similarly, the output of nonuniform error values for separate stations in each 

method is due to the difference in predicted runoff value due to different method for an 

individual stream.  

Moreover, parameters for all three different methods were taken into consideration, 

where TK has the area as its important parameter for the interpolation method consider-

ing downstream and upstream zone. The other two methods use points system irrespec-

tive of the downstream and upstream zone. Additionally, from comparison tables, it has 

been revealed that TK was able to perform low-resolution data to high resolution with 

less deviation of errors from standard data than other methods. Finally, the analysis is 

done on the Kling Gupta Error (KGE) value for each method relative to the standard 

value. Because it is most relevant among other methods used for determining the good-

ness of fit as it comprises Bias and NSE within itself. This suggests that the least squared 

deviation from the standard error value is for the topological kriging method over inverse 

distance weighing and ordinary kriging method.  



32 

 

  

Despite the above facts and results, there is another type of interpolation technique as 

well. Also, the prediction model developed for this report is an areal interpolation. Simi-

larly, actual geographical shape plays a major role in hydrology which in this report is not 

considered. Perhaps, considering all variables might show the fact differently, but this 

requires more deeper investigation and hard work.   
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Appendices 

Appendix 1. Codes written during the project 

 

Figure 1.1: work code for IDW and OK 

 



 

  

 

Figure 1.2: work code for TK 

 

 

 



 

  

 

 

Figure 1.3: Work code for comparison through hydrostreamer 

 

 

 

 

 

 

 



 

  

 

 

Appendix 2.   Interpolation results

 

Figure 2.1: IDW interpolation for different layer 

 



 

  

 

Figure 2.2: OK interpolation for different layer 

 



 

  

 

Figure 2.3: TK interpolation layer for different layer 

 

 



 

  

Appendix 3. Least square deviation calculation 

 

Figure 3: showing summation squared difference of KGE value for each method in the excel sheet. 

 

 

 

 

 

 



 

  

Appendix 4. Analysis of variance 

 

Figure 4: ANOVA analysis performed for the Method used and Station to determine their relationship. 


