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Abstract:  
 
Artificial Intelligence (AI) is an umbrella term for systems that can act in cognitive processes in a human-like and 
human-enhancing manner, e.g., in learning, problem solving, and pattern recognition. According to models of 
technology adoption, several factors influence the actual implementation of a new system within an 
organization and in an individual’s professional practice. These factors include e.g. job relevance, demonstrable 
results, individual experience with technology, and voluntariness to adopt the new system. 
This research studies employees’ views and expectations of AI applicability and its impact to teachership within 
a Finnish higher education institution (HEI). Survey data was collected from different schools and units from all 
hierarchical layers of the HEI, a University of Applied Sciences. Views on AI were assessed in relation to the core 
tenets of a teacher´s professional guidelines as expressed in the Comenius’ Oath.  
This research contributes to the AI research by shedding light on how people within the HEI evaluate the impacts 
of AI into their future operating environment, pointing out also the potential obstacles for AI adoption in this 
specific context.  
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1. Introduction 

Educational professions are typically seen to include complex and value-laden processes and, thus, teaching is 
seen as a profession which is not easily replaceable by technology (Frey & Osborne, 2017). AI in education (AIEd) 
has been researched for about 30 years, but as Zawacki-Richter et al. (2015) claim, “despite the enormous 
opportunities that AI might afford to support teaching and learning, new ethical implications and risks come in 
with the development of AI applications in higher education.” The issues that need considerations are e.g. the 
principles of and responsibilities for algorithms running AI as well as control on access to student-level data and 
data anonymity. This view has called for extended research on the ethical impacts of AIEd. The transition towards 
AI-driven or AI-supported education is not to be understood or studied solely by focusing on the performance 
measures of technology. 
This paper investigates how the personnel of a HEI interpret the opportunities and challenges in adopting AI-
technologies. We focused on the differences in the perceptions of self-efficacy, pace of adoption, the magnitude 
of expected impact as well as negative/neutral/positive positioning of the changes stemming from the 
application of AI-technologies in the educational context. 
 
The research questions set for the study are: 
RQ1: How do the respondents evaluate the potential impact (both in magnitude and quality) of AI in education? 
RQ2: What is the perceived preparedness of the respondents to adopt AI in educational processes in different 
organizational levels (individual, unit, and the whole HEI)?  

2. Literature review  

2.1. Defining artificial intelligence  

As it is typical for a technology area that is under rapid evolution, the very definition of AI seems to be an evolving 
one. Wang (2008) stated that the essence of intelligence is the principle of adaptation to the environment even 
while being equipped with insufficient knowledge and other resources. Thus, an intelligent system relies on finite 
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processing capacity, works in real time, is open to unexpected tasks and is able to adapt and learn (Wang, ibid.). 
Typically, when AI issues are surveyed among non-expert populations, more practice-focused definitions are 
used. For example, in a study of adoption of emerging technologies within the HRM practitioner community, 
Saukkonen et al (2019) defined AI as “a field of computer science dedicated to solving cognitive problems 
commonly associated with human intelligence, such as learning, problem solving and pattern recognition”. 
 

2.2. Purpose and ethical base of education and teachership  
 

Education is closely linked to ethics, as teachers engage in moral commitments in their everyday practices 
(Martin, 2013). In addition, teaching practice is influenced by different political, economic, administrative, and 
experiential factors (Martin, ibid.). Malone (2020) comments that despite the clear need for intentional ethics 
education that would act as an affirmation of accepted professional ethical values, ideals, and principles, actual 
investments in such education are often lacking. Since it can be claimed that education is also an ethical effort 
in Higher Education Institutions (HEIs), different stakeholders involved in the learning processes should be aware 
of their professional and institutional ethics. However, only a fraction of students take ethics courses focused 
on their professions in universities (Gülcan, 2015). This kind of ethical education would provide learners with 
ideas on what is right and allow them to make suitable decisions about ethical issues in their future professions 
(Gülcan, ibid.). According to Day (2019), teachers with a high commitment to their profession act with quality, 
vocation, calling, and moral purpose. The moral purpose defines the nature of professionalism in teaching: 
teachership can be considered a vocation that requires deep personal commitment, as well as a profession with 
clear ethical codes (ibid.).  
In the context of this study, Finland, one way to promote and communicate these ethical commitments is the 
Comenius Oath. The Oath is based on the works of a 17th century Czech philosopher J.A. Comenius in order to 
set guidelines for the core values and principles for educators across disciplines. Globally, there are several 
national or even state-level (e.g. USA/Mass.) loyalty oaths to be used within education.    The oath bearing 
Comenius´ name was introduced for teachers in 2017 by the Trade Union of Education in Finland.. New teachers 
are proposed but not demanded to take this Oath to demonstrate their commitment to the ethical values and 
practices of their profession, in a similar manner as the Hippocratic Oath for medical ethics. (Kuusisto and Tirri, 
2021). In the current study, the potential effects of AI for education are mirrored against this Oath. 

2.3. AI for education and learning 

Development of AI applications and impacts in education has long roots, stemming from works such as Beck et 
al. (1995), where the authors focused on such themes as computer-based trainings, computer-aided instruction, 
and intelligent tutoring systems. Following this early interest,  AI for education got stuck in the doldrums. As 
Welham (2008) put it: “The initial optimism in the 1980s that AI in its many different forms could revolutionise 
the way in which learning and training could be undertaken has waned. A large number of government-funded 
initiatives to support the use of technology in learning still continue but they seldom include specific emphases 
on the use of AI.” 
Lately the discussion has no longer  concerned whether AI can contribute to education, but rather on wider and 
deeper AI adoption. Woolf et al. (2015) propose AI supports long term educational goals by providing (1) 
mentors for every learner; (2) learning 21st century skills; (3) interaction data for learning; (4) universal access 
to global classrooms; and (5) lifelong and life-wide learning.  

 

2.4. Technology adoption and acceptance 

 
Acceptance of emerging technologies to a professional field is affected by multiple factors beyond the 
technological capability and efficiency of the new solutions. Technology acceptance framework (TAM) by 
Venkataram & Davis (2000) points out that individual and organizational variables such as perceptions of 
usefulness and ease-of-use of the systems, subjective norms, quality of (new) system output, and the assessed 
relevance of the technology can all affect the adoption process. Perceptions and attitudes can then lead to 
intentions use new technology and, finally, actual usage of the novel technology. 
Technology adoption is a gradual and stage-based process. The model by Venkatesh and Davis in 2000 (Figure 
1) looks at technology acceptance from the level of a unique decision-maker/individual. 



 
 

 

 
 
Figure 1. Technology acceptance model (Venkatesh and Davis, 2000).  
 
From the first hints of capabilities of a new technology, also called as “technology trigger”, it takes typically from 
5 to 15 years until a wide market adoption (Linden and Fenn, 2003). Mikalef et al. (2018) state that one factor 
behind this phenomenon is the presence of multiple dimensions of organizational inertia that new technologies 
face for adoption in a firm context. These development-hindering forces take economic, political, socio-
cognitive, negative psychology, and socio-technical forms (ibid.). One recent study indicates that these obstacles 
become articulated as uncertainties of technology choice and total cost of implementation (Saukkonen et al., 
2019). According to Moore (1999) the reception of novel technologies materializes in five separate stages, where 
the customer cohort ready to adopt a technology in a given stage of market development differs from the 
preceding and succeeding cohorts. The accumulative technology adoption (Figure 2) starts from innovative 
customers and proceeds via early adopters and early majority to finally late majority and laggards, most potential 
lifetime users of a new technology joining at the third and fourth stages. Since a HEI consists of various schools 
and units as well as people with differing occupational roles, contents, and backgrounds, it is plausible to assume 
that the stage-like pattern of technology adoption would be applicable to this context. 
 

 
 
Figure 2. Technology adoption life-cycle curve (TALC) (Moore, 1999)  

2.5. Ethical considerations of AI for education  

The rapid development of AI technologies has brought up concerns on the viability and plausibility of the 
development and usage of such systems, as well as ethics and societal legitimacy of AI development (Rodrigues, 
2020). The SHERPA-project of the European Union (2021) published seven recommendations for ethical 
standards for AI, such as a) establishing a strong regulatory framework for AI, b) coupling teaching of technical 
AI competence with teaching of ethical dimensions, and c) establishing ethics officer positions in AI-intensive 
organizations (EU, 2021). Because building and getting acceptance for different ethical measures takes place at 
a slower pace than AI development and usage, the unclear stance on ethics and legality can be an obstacle to AI 
deployment. 
Related to ethical considerations specific to the educational purposes, research and discussion have brought up 
topics such as cloud-based and AI-backed learning platforms (Rad et al., 2018). However, in a recent empirical 
study, Latham and Goltz (2019) found that despite the worries of privacy and sensitive data treatment, 
respondents were receptive to the usage of AI algorithms within education. This was seen partly due to the 
usage of social media and acceptance of the lowered privacy prevalent in the context of the sampled population. 
However, Zawacki-Richter et al. (2019) comment that the voice of educators is sparse in AI for education (AIEd) 
research and discussion. The conclusions of their review reflect on a lack of critical reflection of challenges and 



 
 

risks of AIEd, the weak connection to pedagogical perspectives, and the need for studying the ethical and 
educational approaches further when applying AIEd in HEis. 

3. Research approach and method  

 
This research is of an exploratory nature. Exploration in seen as a viable research approach when the research 
aims at (1) scoping the magnitude of a particular phenomenon, (2) generating ideas about that phenomenon, 
or (3) testing the feasibility of establishing more extensive studies regarding the phenomenon (Bhattacherjee, 
2012). 
The data was collected within the personnel of a Finnish HEI in February-March 2021 as a voluntary and 
anonymous online survey using the Webropol-survey tool. In this study, we used the following demographic 
variables: Respondent’s age, work experience, educational level, field of science and the main content of the job 
at the HEI. The respondents’ self-perceived knowledge level of AI was measured by their views on the impact (in 
magnitude and in positivity/negativity i.e., the quantitative and qualitative impact) of AI adoption to purposes, 
principles, and contents of Higher Education reflected against the statements in the Comenius’ Oath. The survey 
also included a question about the sources where personal AI knowledge base was obtained. Finally, the 
perceptions of the HEI/Unit/Individual belonging to tech adoption cohorts of  TALC-model were assessed.  
The dataset consisting of 80 respondents of the total personnel of 744 people was analyzed using descriptive 
statistics. The respondent sample represented the overall personnel relatively well. Of the respondents, 56 % 
were women (59 % of personnel total) so the gender structure of the sample was representative. The median 
age was close to 50 years both among the respondents and the personnel in total. Looking at the respondent 
pool via categories based the main content of their jobs, it can be stated that there was an overrepresentation 
of the teaching personnel (56 % of the sample/48 % of the personnel), whereas RD&I-personnel were 
represented in a balanced way (15 %/15 %), and other personnel categories (e.g., management and support 
functions) were underrepresented (29 %/37%).  The more active participation of the teaching personnel is 
understandable, as the survey focused on educational themes. However, all personnel groups within the studied 
HEI participate in the planning and implementation of education, so addressing the survey to all employees was 
justified, as it enabled us to investigate the views across occupational groups. The study did not proceed to 
analyze deeper the differences between different respondent groups, as the technology adoption cohorts made 
of 80 respondents in total would have made the cohorts too small for statistical analysis. 
 
 

4. Results  

 
The respondent sample included people with varying knowledge and experience of AI as Figure 3 shows, though 
a clear majority perceived their knowledge of AI to be at a modest/basic level in general terms. 

 
 
 
Figure 3. Respondents´ self-perceived level of AI-knowledge
 
However, when compared to their colleagues at the HEI-level, 33 % identified themselves to the cohort of above 
the average level, 25 % to the average level, and 52 % to the below average level in AI knowledge. When 
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compared to the peers at the respondents’ own unit, the cohort of above average knowledge was chosen by 
only 20 %, average level by 30 %, and below average by 50 % of the respondents.  
The most mentioned sources of AI knowledge (Figure 4) were mass media (74 %), professional media (46 %), 
and professional discussions within the HEI (39 %). AI knowledge that was based on personal practice (using, 
researching, or teaching AI) or formal AI-related studies were still rare in the HEI at the time of the data 
collection. The same knowledge sources also stood out when asking the respondents to rank the three most 
important sources of AI knowledge. 
 

 
Figure 4. Origin of AI knowledge (multiple choice, percentage of respondents mentioning the knowledge source)    
 
Table 1: Chi-square differences between the perceived level of AI knowledge and the source for AI knowledge 
(n = 80). Note. T = typical, AT = atypical, adjusted residuals that exceed +/- 2. * p < .05, ** p < 0.01, *** p < 0.001 
 

As Table 1 shows, the people who self-assessed their knowledge to be advanced or expert level based their 
knowledge on academic sources and own practice (in AI usage, research and education), whereas the lower level 
knowledge relied more on professional media.  
 
Altogether 85 % of the respondents described their overall attitude to AI as positive (somewhat or clearly 
positive), 11 % as neutral and 4 % as (somewhat) negative. More specifically, the attitudes towards the role of 
AI in education were 76 % positive, 20 % neutral, and 4 % negative. To summarize, the respondents had some 
reservations on the usage of AI in educational context. 
 
When the respondents were asked to compare the whole organization with other HEIs, their unit with the other 
units within the whole organization, and themselves compared to the five categories of the TALC-model, the 
results (Figure 5) repeated the same pattern, independent of the point of reference. Thus, based on these results 
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AI adoption was not seen as being subject to organizational inertia, as the person-level intentions were matched 
with perceptions of how the adoption of AI proceeds in different organizational levels.  
 

 
 

 
 

 
 
Figure 5. Assessments of HEI/unit/individual belonging to AI adoption cohorts according to the TALC-model 
 
The overall view on the magnitude of the impact of AI to the ethical dimensions of education (as expressed in 
the Comenius’ Oath) are presented in Table 2a. Both the highest values (in bold font and cells shaded in darker 
grey), as well as the lowest values (in italic font and cells shaded with lighter grey) for the average scores and 
standard deviations of each item are highlighted. The results show joint trust in the potential of AI to enhance 
education in a way that serves the needs of learners for the future (high average in the values of impact and low 
standard deviation). The other elements perceived as highly impacted by AI were related to the renewal of 
human knowledge reserves (although with relatively high deviation, so that the views on the impact differed 
between respondents) and the role of AI in teachers’ efforts to improve in their profession.  
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The lowest impact of AI was associated with issues related to the protection of individuals’ right to form their 
own convictions and to be protected from exploitation. On average, these dimensions were ranked as 
technology-neutral, but as the standard deviation indicates, there were discording views on these issues. In 
addition, the commitment to the goals of the teacher profession and collegial support were seen rather as being 
rather unimpacted by AI technology.   
 
Table 2a: Quantitative AI impact to the elements of Comenius’ Oath  
 

 
 
As seen in Table 2b, the responses regarding the qualitative impact of AI on teaching resonated with the overall 
positive attitude on AI reported earlier in this study. The potential for most positive impacts of AI were evaluated 
(in line with the magnitude of impact) to concern the orientation towards the future of the learners, the renewal 
of the human knowledge pool, and the commitment to individual development in the profession. The elements 
of the Oath with the least positive views were related to the protection of rights and individualism of the 
learners. However, even in these cases the assessed AI impact was neutral. An interesting finding related to the 
items with the highest standard deviations. Compared to the other elements of the Oath, the respondents had 
more diverse opinions on how AI might impact the protection of privacy and rights of the learners. The 
respondents had a positive attitude to the effect of AI to the esteem of teacher profession. This suggests that AI 
is seen as a human-enhancing/human-supportive technology for teachers. The potential of AI in helping teachers 
to collaborate with other actors working with students was also seen positively. 
 
Table 2b: Qualitative impact of AI to the elements of Comenius’ Oath 
 

 



 
 

5. Conclusions  

The research questions set for the study can be answered as follows: 
  
RQ1: How do the respondents evaluate the potential impact (both in magnitude and quality) of AI in education? 
Our results indicate that overall, the personnel of the studied HEI had a positive perception of AI adoption to the 
field of education. Based on the findings from our primary data, the adoption of AI technologies in higher 
education is seen as a necessary update to the skills and capabilities of individuals involved in education. AI 
adoption would also serve the needs of the new generations impacted by education. There are more critical 
views on how AI  impact to privacy and other individual rights and the personal integrity of the students. In these 
issues the views also differed between the members of the studied HEI (based on higher standard deviation). 
 
RQ2: What is the perceived preparedness of the respondents and the HEI to adopt AI in educational processes 
(at individual, unit, and the whole HEI levels)?  
At the time of data collection, majority of the respondents self-evaluated to belong to lower-level categories in 
AI knowledge. For this TALC-segment in terms of the likely AI-adoption pace the main source of AI knowledge 
had been mass and professional media.  Whereas for those who identified themselves with the advanced 
knowledge level , own AI-related action (system usage, research, teaching) was typical knowledge base  
The studied HEI seems to be adoptive to AI technologies, as the anticipated adoption of AI was following the 
same pattern at different levels of assessment (organization, unit, individual). This suggests that the 
organizational inertia was not regarded to be a problem. Interestingly, the belief of respondent is that their unit 
is likely to in the forefront of AI adoption was clearly stronger (15 %) than the belief that the respondents 
themselves (6 %) or the whole HEI (6%) would belong to the pioneer/innovator categories of TALC. Potential 
interpretation for this is that in different units, there are “known champions” i.e. key persons, whose knowledge 
and preparedness for rapid AI adoption and development could lead the whole unit to a pioneer level. 
 

Theoretical implications 
 
Our findings suggest that the technology acceptance models within organizational context, and more specifically 
within educational context, should contain the considerations in the ethical dimension. As the AI usage in 
education is likely to increase at an accelerating speed, the members of HEI community not yet active on AI will 
face the new technology as a forced change, chosen to use by the organization/management rather than by 
individual user. The availability of such systems on the level of the organization does not automatically lead to 
intentions, voluntariness, or actual usage of technology, as the TAM model also states. 
 

Practical Implications 
 
Our respondent pool expressed some concerns as to how teachers and the educational system will be able to 
act on the issues of integrity protection for the benefit of the learners, educators, and the community at large. 
These questions challenge the teacher role and identity in the AI-laden future to a certain extent. The Comenius’ 
Oath, which is still largely in use, appears to be a statement so general by its nature that it mostly bends also to 
the needs of the AI era. However, our results indicate that educational institutions should evaluate, discuss, and 
even update their ethical principles in the new technology context, since the ambiguity of ethical implications 
of new technology can either lead to unwanted consequences of AI adoption (if ethical concerns are ignored) or 
hinder its development (if ethical concerns are not solved in time). 
 

6. Discussion 

When studying a rapidly developing AI technology landscape and its implications, the conclusions and 
contributions of a single study face the risk of obsolescence. Therefore, longitudinal studies are needed to 
update the findings and cumulatively add to the knowledge of AI adoption and attitudes to AI. 
Due to potential context specificity, a comparative study with other HEIs in the same societal setting or in 
different national contexts would add value to the contribution to the field of study. Another important strategy 
would be to aim for a deeper understanding of the way people construct their meanings and interpret the 
opportunities and challenges of emerging technologies to their occupation and professional identities. To 
achieve that, qualitative research on these topics would serve the purpose. Action research combining the actual 



 
 

technology usage and combining actual technology usage with the investigation of how it impacts professional 
contents and identities would offer more understanding of the patterns of technology adoption. 
The research in hand did not test the feasibility of the existing ethical code of educator´s profession. However, 
it can be stated that the ethical code chosen as an instrument of the study – the Comenius’ Oath – is of very 
general nature and there were minor differences perceived AI impacts to the elements of the code. This result 
indicates that more specific principles and rules are needed to guide actors in educational context to implement 
AI systems in a just and ethical way. 
As the findings indicate, the overall responsiveness to AI was on a high level despite the self-perceived modest 
level of current AI knowledge. This suggests that in order to understand attitudes for new technologies - 
following the idea by Shepman and Rodway (2020) – both comfortableness with the new technology and 
capability in the new technology should be studied. 
Our study touched the meta-level of ethics research i.e. it investigated principles and concepts of ethics in an 
AI-laden future. The level of normative ethics was present in the used professional Oath as a potential normative 
base, but as we state above, needs more pragmatic adaptations to match the new operating environment where 
AI is present. At pragmatic level, applied ethics that means actions that the HEI and its members take in their 
operations is the final outcome of implementation of ethics e.g. to AI-enhanced education. We propose that 
organizations independent of their field of activity would proceed logically if they discussed 1) on meta-level 
what ethics mean in their context to 2) how it should be applied as processes and principles and finally 3) what 
practical steps are taken so that the AI supported processes established will become organizational and 
individual practices in an ethically accepted manner.  

References 

 
Beck, J., Stern, M., & Haugsjaa, E. (1996). Applications of AI in Education. XRDS: Crossroads, The ACM Magazine 

for Students, 3(1), 11-15. 
 
Bhattacherjee, A. (2012),Social Science Research: Principles, Methods, and Practices , 2nd 

ed., AnolBhattacherjee (open access textbook). Retrieved from 
https://scholarcommons.usf.edu/oa_textbooks/3/ Accessed 25.1.2021 

 
Day, C. (2019). Teachers’ moral purposes: A necessary but insufficient condition for successful teaching and 

learning. In Encyclopedia of Teacher Education; Peters, M., Ed.; Springer: Singapore 
 
EU (European Union), (2021). AI, Ethics and Human Rights – Designing a Better World. Recommendations from 

the SHERPA project. https://www.project-sherpa.eu/recommendations/ Accessed 8.2.2021. 
 
Frey, C. B., & Osborne, M. A. (2017). The future of employment: how susceptible are jobs to computerisation?. 

Technological forecasting and social change, 114, 254-280. 
 
Gülcan, N. Y. (2015). Discussing the importance of teaching ethics in education. Procedia-Social and Behavioral 

Sciences, 174, 2622-2625. 
. 
Kuusisto, E., & Tirri, K. (2021). The challenge of educating purposeful teachers in Finland. Education 

Sciences, 11(1), 29. 
 
Latham, A., & Goltz, S. (2019). A Survey of the General Public’s Views on the Ethics of Using AI in Education. 

In International Conference on Artificial Intelligence in Education (pp. 194-206). Springer, Cham. 
 
Linden, A., & Fenn, J. (2003). Understanding Gartner’s hype cycles. Strategic Analysis Report Nº R-20-1971. 

Gartner, Inc. 
 
Malone, D. M. (2020). Ethics education in teacher preparation: a case for stakeholder responsibility. Ethics and 

Education, 15(1), 77-97. 
 
Martin, C. 2013. “On the Educational Value of Philosophical Ethics for Teacher Education: The Practice of 

Ethical Inquiry as Liberal education.” Curriculum Inquiry 43 (2): 189–209. doi:10.1111/CURI.12010.  

https://scholarcommons.usf.edu/oa_textbooks/3/
https://www.project-sherpa.eu/recommendations/


 
 

 
Mikalef, P., van de Wetering, R., & Krogstie, J. (2018). Big Data enabled organizational transformation: The 

effect of inertia in adoption and diffusion. In International Conference on Business Information 
Systems (pp. 135-147). Springer, Cham. 

 
Moore, G. (1999) Crossing the Chasm, New York, NY: Harper Business Books. 
 
Rad, P., Roopaei, M., Beebe, N., Shadaram, M., & Au, Y. (2018). AI thinking for cloud education platform with 

personalized learning. In Proceedings of the 51st Hawaii international conference on system sciences. 
 
Rodrigues, R. (2020). Legal and human rights issues of AI: Gaps, challenges and vulnerabilities. Journal of 

Responsible Technology, 4, 100005. 
 
Saukkonen, J., Kreus, P., Obermayer, N., Ruiz, Ó. R., & Haaranen, M. (2019). AI, RPA, ML and Other Emerging 

Technologies: Anticipating Adoption in the HRM Field. In ECIAIR 2019 European Conference on the 
Impact of Artificial Intelligence and Robotics (p. 287). Academic Conferences and Publishing Ltd. 
Reading, UK. pp. 287-296 

 
Schepman, A., & Rodway, P. (2020). Initial validation of the general attitudes towards artificial intelligence 

scale. Computers in Human Behavior Reports, 1, 100014. 
 
Tirri, K.; Husu, J.; Kansanen, P. (1999) The epistemological stance between the knower and the known. Teach. 

Teach. Educ. 1999, 15, 911–922. 
 
Trade Union of Education in Finland. (2017)  Comenius Oath.Available online: 

https://www.oaj.fi/en/education/ethicalprinciples-of-teaching/comenius-oath-for-teachers/ (Accessed 
on 9th February 2021). 

 
Venkatesh, V. &  Davis, F.D. (2000). A theoretical extension of the technology acceptance model: four 

longitudinal field studies, Management Science 46 (2), 2000, pp. 186–204. 
 
Wang, P. (2008). What Do You Mean by “AI”? In Wang, P., Goertzel, B., and Franklin, S., eds., Artificial General 

Intelligence 2008. Proceedings of the First AGI Conference, Frontiers in Artificial Intelligence and 
Applications, volume 171. Amsterdam, The Netherlands: IOS Press. 362–373. 

 
Welham, D. (2008). AI in training (1980–2000): Foundation for the future or misplaced optimism?. British 

Journal of Educational Technology, 39(2), 287-296. 
 
Woolf, B. P., Lane, H. C., Chaudhri, V. K., & Kolodner, J. L. (2013). AI grand challenges for education. AI 

magazine, 34(4), 66-84. 
 
Zawacki-Richter, O., Marín, V. I., Bond, M., & Gouverneur, F. (2019). Systematic review of research on artificial 

intelligence applications in higher education–where are the educators?. International Journal of 
Educational Technology in Higher Education, 16(1), 1-27. 

 
 


