
 

 

JAN-MAGNUS JANSSONS PLATS 1, FIN-00550 HELSINGFORS, TEL: +358 (0)20 769 9699 FAX: +358 (0)20 769 9622 
 

www.arcada.fi 

 

 

 

THIS IS A SELF-ARCHIVED VERSION OF THE ORIGINAL PUBLICATION 

 

The self-archived version is a publisher‘s pdf of the original publication. NB. The self-

archived version may differ from the original in pagination, typographical details and 

illustrations. 

To cite this, use the original publication: 

Vetter, D, Tithi, J. J., Westerlund, M, & Zicari, R. V. (2022). Using Sentence Embeddings and 

Semantic Similarity for Seeking Consensus when Assessing Trustworthy AI. I D. Dushi, F. 

Naretto, C. Panigutti, & F. Pratesi (Red.), Proceedings of the Workshop on Imagining the AI 

Landscape after the AI Act (IAIL 2022) (14 p.). R. Piskac c/o Redaktion Sun SITE, Informatik 

V, RWTH Aachen 

 

 
Permanent link to the self-archived copy:  

https://ceur-ws.org/Vol-3221/ 

 

All material supplied via Arcada’s self-archived publications collection in Theseus repository is 

protected by copyright laws. Use of all or part of any of the repository collections is permitted only for 

personal non-commercial, research or educational purposes in digital and print form. You must obtain 

permission for any other use. 

 



Using Sentence Embeddings and Semantic Similarity
for Seeking Consensus when Assessing Trustworthy
AI
Dennis Vetter1, Jesmin Jahan Tithi2, Magnus Westerlund3, Roberto V. Zicari3,4 and
Gemma Roig1

1Goethe University Frankfurt, 60629 Frankfurt am Main, Germany
2Intel Labs, Santa Clara, CA 95054, United States
3Arcada University of Applied Sciences, 00550 Helsinki, Finland
4Seoul National University, Seoul 08826, South Korea

Abstract
Assessing the trustworthiness of artificial intelligence systems requires knowledge from many different
disciplines. These disciplines do not necessarily share concepts between them and might use words with
different meanings, or even use the same words differently. Additionally, experts from different disciplines
might not be aware of specialized terms readily used in other disciplines. Therefore, a core challenge of
the assessment process is to identify when experts from different disciplines talk about the same problem
but use different terminologies. In other words, the problem is to group problem descriptions (a.k.a.
issues) with the same semantic meaning but described using slightly different terminologies.

In this work, we show how we employed recent advances in natural language processing, namely
sentence embeddings and semantic textual similarity, to support this identification process and to bridge
communication gaps in interdisciplinary teams of experts assessing the trustworthiness of an artificial
intelligence system used in healthcare.
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1. Introduction

The design, development and implementation of artificial intelligence (AI) systems requires
knowledge from many different disciplines to be successful. Therefore, the teams involved in
AI projects are often interdisciplinary to provide knowledge of all the relevant areas. Each
area of expertise comes with its own specialized language, terms, definitions and jargon that
can make communication between experts from different fields challenging, as they do not
necessarily share the same concepts and may use the same words to mean something different
[1]. Additionally, often time, people from one field might not be familiar with specialized terms
used in another field. For example, an AI engineer might know the meaning of the terms
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Figure 1: Schematic overview of the AI solution with the sub-tasks segmentation, alignment and Brixia
score estimation. For the Brixia score, the lung is separated into 6 regions and each is rated with a
number from 0 (no damage) to 3 (high damage) [6]. Image modified from [5].

“precision and recall" whereas a healthcare professional may know the word “prognosis" which
the AI engineer might not know about.

One practical example where the interdisciplinary nature of communication shows up is the
case where a team of interdisciplinary experts assesses an AI system for its trustworthiness
[2, 1, 3, 4]. The stakeholders performing the assessment need to be aware of possible differences
in the meaning of specialized terms so that they can understand each other properly. This
requires them to cooperate with each other to work on a common vocabulary [2, 1].

In this paper, we show how recent advances in the AI domain of natural language processing
(NLP) can be used to support this process. Concretely, we apply it in the assessment of the
trustworthiness of an AI system developed to evaluate the degree of lung damage in COVID-
19 patients from their chest X-ray (CXR) images. Italian researchers developed the AI system in
early 2020 to support the radiologists of a local hospital during the drastically rising cases of
COVID-19 that overwhelmed the hospital system [5]. The goal of the system was to provide
the radiologists with a qualified second opinion so they can work more confidently, faster, and
with fewer mistakes.

The assessed AI system consists of multiple neural networks, one for each of the following
sub-tasks: (1) segmentation of the CXR image into lung and background, (2) alignment of the
image, and (3) estimation of the semi-quantitative Brixia score. For the Brixia score, the lung is
separated into six regions and each region is assigned a number between 0 (no damage) and 3
(highly damaged). This separation into different areas and scoring based on a pre-defined set of
values allows for efficient communication between radiologists [6]. A schematic view of the
tasks performed by the AI system is given in Fig. 1.

To train the networks, the researchers collected a large dataset of CXR images and annotations
by either one radiologist (used for training) or the consensus of multiple radiologists (used for
evaluation). Their results show that the AI system is performing equally well as an average
human radiologist [5].

The assessment of the above AI system [5] used the Z-Inspection® process described by Zicari
et al. [2], which is a holistic approach and includes participation of the entire community of



key stakeholders. For assessing trustworthiness, Z-Inspection® builds on the Ethics Guidelines
for Trustworthy AI by the European Commission’s High-Level Expert Group on AI with the
four ethical principles of (i) respect for human autonomy, (ii) prevention of harm, (iii) fairness,
and (iv) explicability, which are implemented through the seven key requirements of (1) human
agency and oversight, (2) technical robustness and safety, (3) privacy and data governance,
(4) transparency, (5) diversity, non-discrimination and fairness, (6) societal and environmental
well-being, and (7) accountability [3].

Part of the assessment is to use socio-technical scenarios [7, 8] to identify different potential
issues (ethical, legal, technical, etc) with the system, based on interviews with the whole team,
the developers, other stakeholders, and additional materials such as academic papers, source
code, datasets that are available. To achieve a disciplinary depth, the group of stakeholders is
split into working groups (WGs) according to the different backgrounds of the participants.
Each of these WGs then describes what potential issues/problems/tensions (conflicts between
two or more desirable goals) they see with the system. This is followed by the mapping step,
where the issues are structured and connected to the ethical principles and key requirements
that they are conflicting with [2]. The goal of this mapping step is to have a description of the
issues in “structural ethical terms” [9]. The output of this mapping is then used for consolidation
where a group-based consensus is reached regarding which issues can be combined and which
issues are redundant. This consolidation allows to distill the most critical issues identified
about the system; the consolidated statement is then reported to the system’s developers and
stakeholders, along with recommendations on possible steps to mitigate the issues or lower
their impact. A schematic illustration of this process can be found in Fig. 2.

Figure 2: Schematic illustration of the mapping process. First step is to build a common knowledge
base to develop socio-technical scenarios. Then the group is separated into WGs, according to the
different backgrounds. The results of the WGs are combined in the consolidation step, based on which
recommendations to the stakeholders are made. Adapted from [2].

For the assessment, the team consisted of a large number of participants from many different
disciplines who described the issues they identified in their own language and jargon from their
fields. This resulted in a large number of issues, sometimes talking about similar things from
slightly different perspectives using different terminology. According to the participants, the
large number made manual consolidation as described in [2, 9] both intellectually challenging
and labor-intensive. They described the main difficulty as identifying which issues could be
combined. From reports of previous assessments [9, 10, 11], it was considered highly likely that



different issues could be combined as they describe the same tension, but the final number of
tensions, as well as the number of issues per tension, were infeasible to estimate.

To help in the consolidation process, we decided to use modern text analysis methods to
lift semantic meaning from the text based on the concept of Semantic Textual Similarity (STS)
[12]. In NLP, STS is the task of determining the overlap in meaning between texts. The goal
of STS is to provide a numerical score where high values indicate that two texts have similar
meanings and low values indicate that their meanings are different [12]. In this context, the task
of identifying issues that describe the same conflict can be seen as identifying and clustering
groups of issues that share high STS scores.

We make the following contributions:
• we show how NLP models can facilitate communication between experts from different

domains in trustworthy AI assessment process,
• we present and evaluate two different approaches of STS to group related issues identified

by multidisciplinary teams of experts: 1) a clustering-based approach 2) a graph-based
approach, both of these use deep learning based STS computation underneath for scoring

• we show that the graph-based approach works comparably well to clustering, while not
requiring tuning of hyperparameters.

2. Method

2.1. Word Embeddings and Sentence Embeddings

Currently, the best performing systems for STS are using deep learning-based embeddings.
The basic type of embeddings are word embeddings. In word embeddings, a deep neural
network is used to map a word into a fixed dimensional vector space. This mapping is done in a
way that captures the meaning of the word so that words with similar meanings have similar
vector representations, and analogies in word meanings can be approximated by mathematical
operations. As an example, with the analogy “king is to queen as man is to woman” the
encoding 𝑒𝑚𝑏𝑋 in the vector space should fulfill the equation 𝑒𝑚𝑏𝑘𝑖𝑛𝑔−𝑒𝑚𝑏𝑞𝑢𝑒𝑒𝑛 ≈ 𝑒𝑚𝑏𝑚𝑎𝑛−
𝑒𝑚𝑏𝑤𝑜𝑚𝑎𝑛 [13, 14, 15].

Sentence embeddings are extensions of word embeddings to complete sentences. Again, deep
neural networks are used to map the sentence into a high-dimensional vector space, so that the
vector representation also captures the meaning of the sentence [16, 17, 18].

2.2. Measuring Semantic Textual Similarity - STS

After training word or sentence embeddings, the semantic textual similarity of words or sen-
tences is computed from the similarity of their vector representations. A popular metric for this
is the cosine similarity. For two words or sentences 𝐴 and 𝐵, this is defined as the cosine of the
angle 𝜃 between their vector representations 𝑒𝑚𝑏𝐴 and 𝑒𝑚𝑏𝐵 :

similarity(𝐴,𝐵) := 𝑐𝑜𝑠(𝜃) =
𝑒𝑚𝑏𝑇𝐴 · 𝑒𝑚𝑏𝐵

||𝑒𝑚𝑏𝐴|| · ||𝑒𝑚𝑏𝐵||
(1)



The computation of STS scores from embeddings is widely used for a variety of tasks such as
checking if similar questions were already asked in a forum or the identification of different
topics in large text corpora [18].

2.3. Identifying groups of similar issues

For the identification of groups of similar issues, we compared two approaches: 1) clustering-
based and 2) graph-based.

Cluster-based group identification. Separating a set of objects into groups such that objects
in the same group have higher similarity and objects in different groups have a lower similarity
is the description of a classical clustering problem. Good clustering is best achieved through an
iterative process with four key steps: (1) feature selection, (2) cluster identification, (3) cluster
validation, and (4) result interpretation. Validation and interpretation are especially important,
as algorithms used for cluster identification can always find a division of the objects, but judging
whether the division is appropriate and useful, or if a different division should be produced is a
decision to be made by the user [19].

In our use-case, feature extraction is performed by creating sentence embeddings that map
the English text to a high-dimensional vector. An essential strength of this approach is that it
allows us to use raw sentences and does not require any preprocessing. This makes the approach
straightforward, especially when compared to other approaches where high-quality results may
require extensive preprocessing pipelines and tuning [20, 21]. The following step is to perform
dimensionality reduction, as clustering algorithms are known to have problems when working
with high-dimensional vectors. We used UMAP [22] to map the high-dimensional embedding
vectors to lower dimensions, such that most of the relevant local and global structures in the
data are preserved [22]. Compared with other popular dimensionality reduction techniques,
UMAP preserves more of the global and local structure of the data than PCA [22], while also
producing more compact and better separated clusters than t-SNE [22, 23], which makes it well
suited to our task.

The next step is to iteratively use a clustering algorithm and verify and interpret the resulting
clusters until a satisfactory result is found. With this approach, the different clusters correspond
to the different groups of issues with high similarity. Fig. 3 in the next section shows the output
of this approach.

Graph-based group identification. Another approach that works well with data with a
similarity measure is spectral clustering [24]. For spectral clustering, the data is arranged in a
weighted, fully connected graph, which is called the similarity graph. In the similarity graph,
each node corresponds to a data point and the weight of the edge between two nodes to the
similarity of the two associated data points. This allows to reformulate the clustering problem
into a graph partitioning problem, where the edges between partitions have low weights [24].
A popular variation of the similarity graph is the k-nearest neighbor graph. With this variation,
a node 𝑁𝐼 is connected to another node 𝑁𝐽 , if 𝑁𝐽 is among the 𝑘 nearest neighbors of 𝑁𝐼 [24].

Applied to the use-case considered here, the nodes in the similarity graph correspond to
issues, and the weight of the edge between two nodes corresponds to the cosine similarity



of their embeddings. To simplify the resulting graph, we apply the 1-nearest-neighbor graph
variation, meaning that each node is only connected to the node of it’s most similar issue. With
this construction, we found that the similarity graph consists of multiple weakly connected
components, groups of connected nodes with no connections between nodes from different
groups. This simplified the spectral clustering task to identifying the weakly connected com-
ponents, which in turn provide the separation into groups of issues with high similarity. In
addition, we use the PageRank algorithm [25] to assign importance to each of the nodes, based
on the connected nodes and their respective importance. The idea behind this is that nodes with
many incoming edges are more important and often better better represent an underlying issue
compared to nodes with only one incoming edge. Fig. 4 in the next section shows the output of
this approach, the outputs of the two approaches will be compared in the next section.

3. Experiments

In this section, we present the dataset and a subjective evaluation of the results of the two
approaches. Code to reproduce our findings is available on GitHub1.

3.1. Dataset

The dataset was made available to us by the authors of the use-case [26], it contains the issues
as described by the different expert WGs in a tabular form. Each issue has the following
information: an ID, WG name, a title, and a description. The title is a short summary of the
issue, while the description provides additional context; the sentence embedding is computed
from a concatenation of both. An example issue is listed in Table 1.

Table 1
Example issue with ID, WG, Title, and Description.

ID E2
WG ethics / healthcare
Title Not all patients may benefit equally from the tool.

Description The adoption of the system may lead to different care standards for different
patient groups.

In total, the dataset consists of 58 issues described by 51 experts in the six working groups:
technical, social, ethics, ethics / healthcare, radiologists, and healthcare. Table 2 gives a summary
of size and issues described by each WG.

3.2. Evaluation of different sentence embeddings

Computations of sentence embeddings are central to our approaches, as this step implicitly
defines the similarities between the issues. It is therefore important to use a well-performing NLP
model for this task, for which deep neural networks are state-of-the-art [18]. The implementation

1https://github.com/dennisrv/iail2022

https://github.com/dennisrv/iail2022


Table 2
Size and number of issues per WG

WG Members Issues

technical 21 23
social 5 9
ethics 3 4

ethics / healthcare 4 8
radiologists 3 5
healthcare 15 9

total 51 58

provided by Reimers et al. [18] makes it possible to use a number of different large, pre-trained
networks. For our use case, the all-mpnet-base-v2 network produced the best results. This
network uses MPNet, a transformer architecture with 12 layers, 12 attention heads and a hidden
size of 768 [27], which was then fine-tuned for general purpose textual similarity tasks using a
dataset with over one billion sentence pairs [28]. In general, we could observe a correlation
between the subjective quality of the embeddings and the average performance of the network
on several NLP tasks, consistent with the findings in [28]. With this network, the sentence
embeddings are a 768-dimensional real-valued vector.

3.3. Results of the cluster-based approach

The clustering-based approach required some tuning of parameters to achieve a good result.
The best results were achieved with a two-step dimensionality reduction with UMAP, which
first reduced the 768 dimensions of the sentence embeddings to 15 and then to 2. Following this
step, we performed a clustering with the HDBSCAN algorithm [29], as this algorithm can find a
good number of clusters from the data and does not need the desired number of clusters as an
input parameters. Fig. 3 shows the results of the clustering approach.

The result contained 12 groups of issues with most of them containing issues from different
WGs. As expected, most of the groups were rather small with 3-5 issues and one larger group
containing 9 issues. Through manual inspection, we found that most of the group assignments
were reasonable, and only few cases of wrongly assigned issues were found. An example of this
is that the issue Transparency would seem to be enhanced if others could have access to the system
was clustered with issues that were about concerns regarding data safety and privacy.

The strength of this approach is that the low-dimensional mapping with UMAP enables a 2D
visualization of the clusters and their relative positions. It is therefore possible to identify cases
where a manual inspection could identify that both clusters might be about the same topic, as
these clusters will be closer to each other. An example of this are clusters 2 and 3 (bottom left)
in Fig. 3. These clusters are thematically related; cluster 2 contains issues about privacy in the
dataset, while cluster 3 contains issues about data safety and access to the dataset.



Figure 3: Clustering of issues after using UMAP for a mapping to 2 dimensions that preserves most of
the relevant local and global structure in the data.

3.4. Results of the graph-based approach

Our special construction of the similarity graph and the following simplification of the spectral
clustering task to the identification of weakly connected components made it possible to us
to omit a pre-specification of the number of clusters, a common input parameter for spectral
clustering algorithms [24]. Instead, the number of clusters emerged naturally as the number of
weakly connected components.

In Fig. 4 we show the results of the graph-based approach. This approach identified 11
groups of issues (i.e., clusters), with more equally distributed sizes compared to the cluster-
based approach. Most of the groups also contained issues from at least 2 different WGs. While
the result of this approach and the clustering-based approach were not identical, a manual
inspection confirmed that it also produced a reasonable grouping of issues.

The strength of this approach is that it does not require tuning. In addition, nodes with high
importance were generally found to capture group content well, which facilitated the manual
review. An example of this can be seen later in Table 3 where the top issue is the most important
and also captures the problem at a more general level.

3.5. Comparison of the approaches

Comparing the two approaches, we could observe that the cluster-based approach seemed to
prefer grouping the issues in smaller, more specific groups, such as concerns about stakeholder
inclusion (4 issues) and concerns on patient benefits (3 issues). With the graph-based approach, it
was found more likely to combine issues from multiple smaller clusters into one larger group,
such as inclusion of and benefit for patients unclear (9 issues). The differences in size of produced
groups are highlighted in Fig. 5a. Additionally, we found the graph-based approach more



Figure 4: Example of the similarity graph constructed from the issues identified by the experts. The
color of a node corresponds to the WG describing the issue. The thickness of the edges is proportional to
the similarity of connected issues, the size of nodes is proportional to the importance of the associated
issues.

likely to assign issues to groups where we could see no clear connection, although with low
importance and therefore easy to identify. Contrary, the clustering-based approach subjectively
produced less inappropriate groupings, but the lack of an importance within the cluster made
the issues that don’t belong more difficult to identify.

Furthermore, we could also observe that the two approaches agreed on which issues belonged
to the same group in many cases. While often there was no complete agreement, there was still
a high overlap between the assigned groups, as shown in Fig.5b. For this purpose we computed
the overlap of sets of issues 𝑠𝐴 and 𝑠𝐵 as

𝑜𝑣𝑒𝑟𝑙𝑎𝑝(𝑠𝐴, 𝑠𝐵) =
|𝑠𝐴 ∩ 𝑠𝐵|

𝑚𝑎𝑥(|𝑠𝐴|, |𝑠𝐵|)
(2)

An example of a group of issues that both approaches agreed on can be seen in Table 3.
For the current assessment [26], we only used the results of the graph-based approach for a

pre-screening of the issue groupings during the consolidation phase. However, we plan to use
a combination of both clustering approaches for future assessments, as both provide slightly
different perspectives and, therefore, are a good start for the discussion between participants.
We should also note that in some cases, it was not immediately apparent to the participants
whether issues talk about the same problem or not; this could only be solved via discussion and
group-consensus.



(a) Sizes of groups identified by the different ap-
proaches.

(b) Overlap with the most similar group identified
by the other approach.

Figure 5: Histogram of group sizes (a) and overlap with the most similar group identified by the other
approach (b).

Table 3
Issues that belong to the same group in both approaches. The issues are ordered according to their
importance as assigned by the graph-based approach (descending).

WG Description

technical The dataset used for training is likely not representative for the general popu-
lation it is currently used on

ethics [..] there is no way to know whether diverse demographics receive disparate
treatment.

technical The model is trained on a particular set of devices and software, undermining
the reliability in different scenarios and context.

3.6. Limitations

While we found the two approaches to produce sufficient results for our purpose, we could
not verify them with data from additional use-cases, as such data was not readily available.
In addition, we observed cases where the sentence embeddings put too much importance on
single words or phrases. For example, the issues “Transparency would seem to be enhanced if
others could have access to the system" and “There is a [data safety] concern if data and software
engineers have access to the system and others outside of the medical profession" were assigned
to the same group. While the issues have different meanings, the overlap in words used was
sufficient to let them appear “similar enough" to the sentence embedding network. Another
occurrence was that all issues containing the word “Score" were grouped together, where some
of them were later manually assigned to other groups.

Our proposed solution is to have an iterative process in which discussions with the stake-
holders about the results of the grouping are conducted, and to use this approach as a support
tool only, and not one that gives the definite answer.



4. Conclusions

Sentence embeddings and semantic textual similarity can be a useful tool for a Trustworthy AI
self-assessment to help an interdisciplinary team of experts and stakeholders with identifying
possible risks related to the use of an AI system. Our approach was used in practice in a complex
use-case with over 50 experts. The approach was used to support initial expert discussions and
help build group consensus in a situation where a large number of participants in the assessment
made manual consolidation very time-consuming and cumbersome. Participants described
it as too demanding for one person to be aware of everyone else’s work, making it difficult
to find consensus. Instead, our analytical method helped by providing experts with an initial
descriptive measure to start the consolidation discussion. Since both modeling approaches
presented provided an initial result of sufficient and similar quality, we cannot say that one
approach is clearly superior to the other. However, the main advantage of both approaches is
that they provide an initial grouping of issues. This initial grouping made it much easier to
understand the different questions and helped the experts to get a broad picture of the work
done by other groups. Because the groupings of questions share a common semantic topic,
it was also easier to identify errors in the algorithmic approach and to identify groupings of
questions that might belong together.

To summarize, in the eyes of the participants, the main strength of our method was that it
improved their ability to effectively participate in the communication and focus on contributing
to the assessment process. In future assessments, we plan to further validate this approach for
consolidation and to investigate with a panel of stakeholders which of the two approaches is
more effective for finding consensus.
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