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Natural language processing (NLP) has seen significant growth in 2022 because of the growing avail-

ability of digital data. With the development of big data, it is now important to analyze and obtain 

valuable conclusions from massive databases. Natural Language Processing (NLP) is a subfield of com-

puter science and artificial intelligence that deals with the interaction between human language and 

computers. It involves the development of algorithms and computational models that can analyze, un-

derstand, and generate human language. This study focuses on an algorithm to find the most popular 

word from nineteen-year news data. There are many different approaches that can be used to implement 

word search games using NLP, and the specific approach used will depend on factors such as the size 

of the grid, the complexity of the clues. This thesis study explores the use of NLP tools to identify and 

find out the most popular words in the nineteen-year news datasets. The study will employ a range of 

NLP techniques such as vectorization, stemming, tokenization, stop word removal and many to prepro-

cess the data. After preprocessing the data, the study will use frequency analysis (Term Frequency-

Inverse Document Frequency: TF-IDF) to identify the most commonly occurring words in the dataset. 

The study will then rank the words based on their frequency and identify the most popular words. 
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CONCEPT DEFINITIONS 

 

NLP 

Natural Language Processing (NLP) is a branch of Data Science which deals with Text data 

Big Data 

A collection of extremely large and complex data. 

Vectorization 

It refers to the process of performing operations on entire arrays or metrices of data, instead of processing 

them element by element. 

Stemming  

It is an algorithm which typically uses linguistic rules to identify and remove common suffixes and 

prefixes from words. 

Tokenization  

It is the process of breaking up a large piece of text into smaller units called tokens, which can be words, 

phrases, symbols, or other meaningful elements.  

Stop Words 

Stop words are commonly occurring words in a language considered of little value in discerning a text's 

meaning. Stop words in English are, “the, is, of, that, in, it, and, with”. 

TF-IDF (Term Frequency-Inverse Document Frequency) 

It is a technique used in NLP to evaluate the importance of words or terms in a text corpus. 
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1 INTRODUCTION 
 
Data science is an interdisciplinary (Donoho 2017) field that involves the use of statistical, mathematical, 

and computational techniques to extract insights and knowledge from data. It combines elements of 

statistics, machine learning, computer science, and domain expertise to solve complex problems. There 

are many different techniques that data scientists use to analyze and make sense of data. Some of the 

most common data science techniques are Descriptive statistics, Inferential statistics, Data visualization, 

Regression analysis, Time series analysis, Clustering, Classification, Natural language processing and 

Deep learning. 

The process of data science typically involves some specific steps which starts with data collection, 

and it involves gathering the relevant data from various sources, including databases, APIs, sensors, 

and other data sources. Data preprocessing involves cleaning, transforming, and organizing the data 

into a format suitable for analysis. This may involve handling missing values, outliers, and data errors. 

For example, some may not be comfortable sharing information about their salary, drinking, and 

smoking habits. It is not possible to get information regarding certain questions in a data collection 

survey. For example, some may not be comfortable sharing information about their salary, drinking, 

and smoking habits.These are left out intentionally by the population. In some cases, data is accumu-

lated from various past records available and not directly. In this case, data corruption is a major issue. 

Due to low maintenance, some parts of data are corrupted giving rise to missing data. Inaccuracies dur-

ing the data collection process also contribute to missing data. For example, in manual data entry, it is 

difficult to completely avoid human errors, equipment inconsistencies leading to faulty measurements, 

which in turn cannot be used. 

 

Exploratory data analysis use tools like data visualization, descriptive statistics, and others to gather 

insights into the data and spot trends and connections. This method is enhanced by feature engineering, 

which involves choosing and producing features or variables that are relevant to the issue at hand. 

These features or variables may be created by combining, altering, or creating new variables. Follow-

ing the engineering of the features, a suitable machine learning algorithm is selected and trained on the 

data to produce a predictive model. This process is known as model selection and training. Model eval-

uation and testing involves the use of an invalid dataset or cross-validation methods to make sure the 

model is efficient and generalizable to new data. The end-to-end process is then completed by deploy-

ing the successful model into a real-world setting where it may be used to make predictions or influ-

ence decisions. 
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FIGURE 1.  Data Flow Diagram 

The study is based on popular word searches from news headlines so that it needs an explanation to the 

related topic. News headlines are a major source of information for many people worldwide in the fast-

paced world of today. Therefore, analyzing the most frequently used words in news headlines can shed 

light on the subjects that are on people's minds on a personal, social, and even national level. In this 

study, it shows what are the most frequently searched terms and phrases can tell us about the current 

situation around the globe by analyzing a dataset of news headlines from a variety of sources. The dataset 

employed to conduct this project is composed of 1048574 samples. And the whole dataset has two col-

umns, mainly "Date: when the article was published’ and ‘Headline Text: title of the article in English'. 

The texts from which need to search for the most popular words occurred in the total number of head-

lines. The dataset contains data on news headlines published over a period of nineteen years. Based on 

information from the reputable Australian news company ABC (Australian Broadcasting Corporation). 

The main aim of this project is to dig into the keywords (the most popular words) so that one can see all 

the important episodes shaping the last decade and how they evolved over time.  

Therefore to analyze the most popular word search, usually used Natural Language Processing Tech-

nique i.e TF-IDF (Term Frequency-Inverse Document Frequency: TF-IDF) to identify the most com-

monly occurring words in the dataset. TF-IDF Vectorizer is a measure of originality of a word by com-

paring the number of times a word appears in document with the number of documents the word appears 

in (Chaudhary M 2020). The study will then rank the words based on their frequency and identify the 

most popular words. 
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2 BACKGROUND TO THE STUDY 
 
Data science has become an effective tool in recent years for evaluating huge datasets, particularly text 

data. A branch of data science called "Natural Language Processing" (NLP) belongs to the study of 

human language. Executing popular word searches from a 19-year news dataset as the project example, 

looking at some of the important research articles on applying NLP approaches to evaluate text data. 

 

Manning et al.'s (2008) study was one of the first ones in the field, which presented a system for gathering 

and evaluating semantic data from massive text databases using NLP methods. They analyzed a signif-

icant amount of news stories to show the effect of their method ( Manning, Raghavan, & Schütze 2008). 

Researchers have more recently used NLP approaches to study word usage and frequency in news arti-

cles. For instance, Petrovic et al (2013) employed NLP methods in their study to examine the frequency 

of terms associated with political and economic events in a sizable collection of news stories. They found 

that variations in keyword frequency were closely tied to things like political elections and economic 

crises (Petrovic, Osborne, & Lavrenko 2013). The usage of NLP approaches to evaluate text data has 

grown in popularity recently. These methods have been used by researchers to examine the frequency 

of keywords associated with a wide range of news story themes, such as political events, economic 

crises, social difficulties, and public health problems. These studies show how data science and NLP 

techniques have the potential to offer important insights into the study of text data. 

 
 
2.1  NLP 

 
NLP is a subfield of artificial intelligence (AI) and linguistics that focuses on the interaction between 

computers and human language. NLP aims to enable computers to understand, interpret, and generate 

natural language text or speech, allowing them to communicate with humans more effectively. NLP 

involves various techniques, algorithms, and models to process and analyze human language data.The 

study of language processing is called NLP. People who are deeply involved in the study of language 

are linguists, while the term ‘computational linguist’ applies to the study of processing languages with 

computer application of computation (Hardeniya, Perkins, Chopra 2016). The natural language pro-

cessing are using machine learning algorithms to analyze and understand human language. This is the 

technique used to analyze the most popular word search. NLP involves a range of tasks, including mor-

phological analysis, syntactic analysis, semantic analysis, and discourse analysis. Morphological analy-

sis deals with the structure of words and their component parts, while syntactic analysis deals with the 

structure of sentences and the relationships between words. Semantic analysis deals with the meaning 
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of words and sentences, and discourse analysis deals with the larger context in which language is used. 

Natural Language Processing (NLP) techniques can be utilized to develop algorithms for solving word 

search puzzles automatically or to aid players in finding the words more efficiently. There are several 

Python libraries that can be used for implementing natural language processing (NLP) techniques in 

word search puzzles. NLP techniques rely on machine learning, deep learning, statistical modelling, 

linguistic rules, and other approaches to process and analyze language data. It involves tasks at various 

levels of linguistic analysis, including morphological, syntactic, semantic, and pragmatic analysis. The 

libraries used to find the most popular word search are explained below. 

 
FIGURE 2. Natural Language Process Diagram  

 

Depending on the specific requirements and complexity of the word search puzzle, other libraries or 

custom implementations may also be needed. It is important to choose the appropriate libraries based on 

the specific tasks and functionalities needed in your word search puzzle implementation. The quantity 

of the puzzle and the capabilities required can be carefully considered by developers to ensure that the 

libraries they select match their needs and provide the word search puzzle with the best possible answer. 

 

NLTK (Natural Language Toolkit) is a popular Python library for NLP tasks, including text segmenta-

tion, tokenization, and string matching. It provides a wide range of functionalities for working with 

text data, including word and sentence tokenization, part-of-speech tagging, and more, which can be 
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useful in processing word search puzzles. NLTK is a standard python library that provides a set of di-

verse algorithms for NLP. It is one of the most used libraries for NLP and Computational Linguis-

tics.The process of cleaning unstructured text data, so that it can be used to predict, analyze, and ex-

tract information.These are some of the methods to process the text data in NLP such as tokenization, 

frequency distribution of words, filtering stop words, stemming, lemmatization , parts of speech(pos) 

tagging, named entity recognition and wordnet. 

 
Regular Expressions (RegEx) are powerful tools for pattern matching in text data. Python's built-in re 

module provides support for regular expressions, which can be used to implement string matching and 

pattern matching functionalities in word search puzzles.For instance If you wanted to tokenize the 

string into word and non-word chars, you could use \w+|\W+ regex.  However, in your case, you want 

to match word character chunks that are optionally followed with ' that is followed with 1+ word char-

acters, and any other single characters that are not whitespace. 

 
NumPy is a popular numerical computing library for Python. It provides efficient and fast operations on 

arrays, which can be used for grid manipulation and data processing in word search puzzles. NumPy can 

be used to represent and manipulate the grid of letters in the word search puzzle, making it easier to 

implement algorithms for word identification and orientation (NumPy, 2023) . NumPy arrays are stored 

at one continuous place in memory unlike lists, so processes can access and manipulate them very effi-

ciently. NumPy aims to provide an array object that is up to 50x faster than traditional Python lists. The 

array object in NumPy is called ndarray, it provides a lot of supporting functions that make working 

with ndarray very easy. Arrays are very frequently used in data science, where speed and resources are 

very important. 

 
Pytorch or TensorFlow are popular deep learning libraries that can be used for more advanced NLP 

tasks, such as training and using neural networks for word search puzzles. Deep learning models, such 

as convolutional neural networks (CNNs) or recurrent neural networks (RNNs), can be trained to iden-

tify words or patterns in the grid of letters in word search puzzles. (PyTorch , 2023). PyTorch is a rela-

tively new deep learning framework based on Torch. It is Developed by Facebook’s AI research group 

and open-sourced on GitHub in 2017, it’s used for natural language processing applications.  

PyTorch has a reputation for simplicity, ease of use, flexibility, efficient memory usage, and dynamic 

computational graphs. It also feels native, making coding more manageable and increasing processing 

speed.TensorFlow is a symbolic math library used for neural networks and is best suited for dataflow 

programming across a range of tasks.It offers multiple abstraction levels for building and training 
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models. A promising and fast-growing entry in the world of deep learning, TensorFlow offers a flexi-

ble, comprehensive ecosystem of community resources, libraries, and tools that facilitate building and 

deploying machine learning apps. Also, as mentioned before, TensorFlow has adopted Keras, which 

makes comparing the two seem problematic. Nevertheless, we will still compare the two frameworks 

for the sake of completeness, especially since Keras users don’t necessarily have to use TensorFlow. 

 
WordNet is a lexical database that provides information about the meanings, synonyms, and relation-

ships between words. The nltk library includes WordNet, which can be used for semantic analysis or 

providing contextual clues in word search puzzles (WordNet, 2023). WordNet has been used for a 

number of purposes in information systems, including word-sense disambiguation, information re-

trieval, automatic text classification, automatic text summarization, machine translation and even auto-

matic crossword puzzle generation. WordNet is a lexical database of semantic relations between words 

in more than 200 languages. WordNet links words into semantic relations including synonyms, hypo-

nyms, and meronyms. The synonyms are grouped into synsets with short definitions and usage exam-

ples. WordNet can thus be seen as a combination and extension of a dictionary and thesaurus. While it 

is accessible to human users via a web browser, its primary use is in automatic text analysis and artifi-

cial intelligence applications. WordNet was first created in the English language and the English 

WordNet database and software tools have been released under a BSD style license and are freely 

available for download from that WordNet website. 

 

 

2.2 TF-IDF 

 
The number of times a specific word appears in the document is referred to as the term frequency (TF). 

Because the IDF tends to favour short files, this number is typically normalized (the numerator is typi-

cally less than the denominator).The inverse document frequency (IDF) is a gauge of a word's overall 

significance. TF-IDF is a method of information retrieval that is used to rank the importance of words 

in a document. It is based on the idea that words that appear in a document more often are more relevant 

to the document. TF-IDF is the product of Term Frequency and Inverse Document Frequency. A high-

weight TF-IDF can be produced by the combination of a word's high frequency in one file and its low 

file frequency over the full set of files. Consequently, TF-IDF tends to keep important words and filter 

out common words. ( Fan & Qin Y. 2018). TF-IDF Vectorizer is a measure of originality of a word by 

comparing the number of times a word appears in document with the number of documents the word 

appears in formula for TF-IDF is (Chaudhary M 2020),  
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TF-IDF=TF(t,d)xIDF(t),  

where, TF (t, d) = Number of times term "t" appears in a document "d".  

IDF(t) = Inverse document frequency of the term t. 

The TfidfVectorizer converts a collection of raw documents into a matrix of TF-IDF features. Term 

Frequency is the measure of the frequency of words in a document. It is the ratio of the number of times 

the word appears in a document compared to the total number of words in that document. Inverse Doc-

ument Frequency is the measure of how much information the word provides about the topic of the 

document. It is the log of the ratio of the number of documents to the number of documents containing 

the word. TF-IDF method removes the drawbacks faced by the Bag of Words model. It does not assign 

equal value to all the words, hence important words that occur a few times will be assigned high weights. 

Bag of Words just creates a set of vectors containing the count of word occurrences in the document 

(reviews), while the TF-IDF model contains information on the more important words and the less im-

portant ones as well. 
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3 REQUIREMENTS AND METHODOLOGY 

It is important to understand the significance of such a technique before exploring into the specifica-

tions and method for applying natural language processing (NLP) methods to analyze the well-known 

word search from a nineteen-year news dataset. News articles are vital in today's information-rich en-

vironment for shaping public opinion and reflecting societal trends. We can gain valuable insights 

from a large collection of news data by utilizing NLP, and we can achieve this by identifying the most 

common terms that have dominated headlines for over 20 years. Through this analytical process, we 

may better comprehend the discourse as it develops, define important issues and events, and under-

stand the larger narrative that has influenced how people see the world. 

 

 
3.1 Requirements 

Nineteen-year news dataset are required for this project and this dataset of news articles spanning over 

19 years to analyze the popular word search. This dataset should be in a suitable format that can be read 

and processed using data science tools and techniques. This contains data of news headlines published 

over a period of nineteen years and it is sourced from the reputable Australian news source ABC (Aus-

tralian Broadcasting Corporation). With a volume of two hundred articles per day and a good focus on 

international news, we can be fairly certain that every event of significance has been captured here. 

Digging into the keywords, one can see all the important episodes shaping the last decade and how they 

evolved over time. 

Programming skills are required and without programming skills this project cannot be proceed, and to 

do this project Python programming language best to use in data science to write and execute the code 

for data preprocessing, analysis, and visualization. One of the main reasons why data analytics using 

Python has become the most preferred and popular mode of data analysis is that it provides a range of 

libraries. The python programming language is scalable and flexible. It has a vast collection of libraries 

for numerical computation and data manipulation. It provides libraries for graphics and data visualiza-

tion to build plots. 

Natural Language Processing (NLP) tools to preprocess the text data, such as tokenization, stop word 

removal, stemming/lemmatization, and so on. For this preprocess steps need to use NLP libraries like 
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NLTK, SpaCy for this purpose. Many open-source programs are available to uncover insightful infor-

mation in the unstructured text (or another natural language) and resolve various issues. Although by no 

means comprehensive, the list of frameworks presented below is a wonderful place to start for anyone 

or any business interested in using natural language processing in their projects. The most popular frame-

works for Natural Language Processing (NLP) tasks are NLTK, Stanford CoreNLP,SpaCy,GPT-3, 

Apache OpenNLP, Google Cloud, Text Blob, Amazon Comprehend,Word2Vec and  so on. 

Word frequency analysis like word counts, the TF-IDF method is chosen for this project to analyze the 

frequency of words in the dataset. The popular words that appear frequently in the news articles will be 

easier to recognize according to this exploration. Search engines use word frequency to establish the 

subject of web pages. They developed complex linguistic analysis in order to classify pages by subject 

without human intervention. In turn, webmasters do the same, to try to fool search engines into assigning 

high keyword relevance to the pages they create. For instance, using a word with a 3% frequency gives 

a text good relevance on that word (or keyword, in a search engine context). A 10% frequency is still 

OK, but it is close to “keyword stuffing”, a technique used by webmasters who try to force their websites 

into the top places of the search engines. Keyword stuffing is penalized by the search engines, and needs 

to be prevented by smart use of synonyms. Either with synonymizer software or good writing skills. 

Data visualization is a field in data analysis that deals with visual representation of data. It graphically 

plots data and is an effective way to communicate inferences from data. Using data visualization, we 

can get a visual summary of our data. With pictures, maps and graphs, the human mind has an easier 

time processing and understanding any given data. Data visualization plays a significant role in the rep-

resentation of both small and large data sets, but it is especially useful when we have large data sets, in 

which it is impossible to see all of our data, let alone process and understand it manually. Python offers 

several plotting libraries, namely Matplotlib, Seaborn and many other such data visualization packages 

with different features for creating informative, customized, and appealing plots to present data in the 

most simple and effective way. Data visualization tools like Matplotlib are frequently used to make 

charts, graphs, and word clouds to show the results of the study.   
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3.2 Project Development Tools 

 
 
By using these project development tools, the popular word search from the 19-year news dataset may 

be analyzed efficiently with natural language processing techniques, enabling the extraction of useful 

information from a huge amount of news data. The tools required for this system are python language, 

Google Collaboratory, some python libraries, or packages such as Numpy, pandas, seaborn, sklearn, 

scipy, matplotlib. 

Python is a general-purpose, object-oriented programming language that has several implications across 

the software, web development, data science and automation environments. The language’s dynamic 

semantics, high-level built in data structures, dynamic typing and dynamic binding make it one of the 

most useful languages for rapid application development (Corbo, 2022) although being simple to under-

stand and use, Python can be scaled up and employed for large, challenging tasks like gathering big 

amounts of data and running machine learning & deep learning algorithms. The Python programming 

language is used in this work to implement the machine learning & deep learning methods. 

 

Jupyter Notebook is an open-source web application which enables us to write and exchange codes and 

documents. It offers a setting where one can write code, execute it, examine the results, display data, 

and observe the outcomes all without exiting the setting. As a result, it is a useful instrument for carrying 

out end-to-end data science workflows, including data cleaning, statistical modelling, building, and 

training machine learning models, visualizing data, and a few other tasks (Cardoso, Leitao & Teixeria 

2019). 

 

Scikit-learn (Sklearn) is the most useful and robust machine learning library. Scikit-learn exposes a 

wide variety of machine learning algorithms, both supervised and unsupervised, using a consistent, task-

oriented interface, thus enabling easy comparison of methods for a given application (Pedregosa, Va-

roquaux, Gramfort, Bertrand Thirion 2011). It uses a Python consistent interface to provide a set of 

efficient tools for machine learning and statistical models, such as classification, regression, cluster-

ing, and dimensionality reduction. NumPy, SciPy, and Matplotlib are the foundations of Scikit-learn, 

which is mostly written in Python. 

 
 

TensorFlow is a machine learning system that operates at large scale and in heterogeneous environments. 

Its computational model is based on dataflow graphs with mutable state (Abadi 2016). It has a flexible 
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ecosystem of tools, libraries, and community resources that allow researchers to extend the state-of-

the-art in machine learning and developers to quickly build and implement ML applications.  

 

Pandas is a software library created in Python that is used for data processing and analysis. Panda’s 

provides rich data structures and functions designed to make working with structured data set fast, 

easy, and expressive. It combines NumPy's high performance array computing characteristics with 

relational databases' and spreadsheets' flexible data manipulation features. The name, Pandas is de-

rived from the term "panel data" which comes from econometrics and refers to data sets that comprise 

observations for the same persons over several periods (McKinney, 2013).  

 
 
 
4 IMPLEMENTATION   

This section outlines the working procedure. Firstly, need to collect the dataset and this dataset contains 

data on news headlines published over a period of nineteen years. Based on information from the repu-

table Australian news source ABC (Australian Broadcasting Corporation). Firstly, need to describe the 

dataset by showing the data head and tail and describe the dataset column. The, pre-processed the data 

that is needed to provide clean text for conducting the project. Then the TF-IDF vectorizer is applied to 

the clean text to get the result, which will be shown in plot view as well as converted to strings to show 

results in word cloud view. 

Preprocessing data is a key step in many data analysis and machine learning tasks. In Python, it uses 

various libraries and techniques to preprocess your data. The steps followed for pre-processing the news 

data describes as follows,  

Step 1: Import the necessary libraries. 

Importing the necessary libraries is essential before starting to execute the analytical approach for ana-

lyzing a popular word search from a 19-year news dataset using natural language processing techniques. 

These libraries consist of the tools and techniques needed for statistical analysis, data manipulation, text 

processing, and visualization. 

 

 



 

 

12 

 

Step 2: Load the data 

The popular word search from the 19-year news dataset will be examined after the appropriate libraries 

have been imported and the data has been loaded into the project. Accessing and importing the news 

dataset, which acts as the main source for analysis, are required steps in loading the data. 

Step 3: Clean the data 

After loading the news dataset, the next step in the analysis of the popular word search is to clean the 

data. Data cleaning involves preprocessing and transforming the dataset to ensure its quality, con-

sistency, and readiness for further analysis. 

Step 4: Text preprocessing 

The news dataset must be prepared for analysis through text preparation. It involves changing unformat-

ted raw text input into a format that has been defined suitable for tasks using natural language processing. 

Step 5: Scaling or normalization 

A preprocessing process called scaling or normalization wants to convert numerical data or variables to 

a similar scale or range. Through this method, it assures every defining provides equally to the analysis 

and that no feature controls the outcomes as a result of its higher quantity. 

Step 6: Encoding categorical variables 

When working with machine learning or data analysis tasks involving categorical data, encoding cate-

gorical variables is an essential preprocessing step. Categorical variables show qualitative or nominal 

information that cannot be simply translated into numerical values, such as gender, color, or nationality. 

The Australian news open dataset is a collection of text data that includes news articles, headlines, and 

other textual content related to news and events in Australia. It encompasses a wide range of topics, 

including politics, economy, sports, entertainment, technology, and more. These datasets are typically 

used for various purposes, such as research, natural language processing (NLP), sentiment analysis, topic 

modelling, and data analysis.  
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The dataset may contain the full text of news articles published by various Australian news sources. 

Each article may consist of the article content, publication date, author information, and additional 

metadata. The dataset may include headlines or short summaries of news articles. Headlines provide a 

concise representation of the main points or topics covered in the corresponding articles. The dataset 

may include information about the news sources, such as the name of the news organization, website, or 

publication that published the article. Additional metadata may be available, including article IDs, cate-

gories or topics associated with the articles, geographic location, and other relevant information. 

An overview of proposed method for popular word searches is also explained as a flow diagram. Figure 

3. shows the procedural view of the work. 

 
 

 FIGURE 3. Working Process Flow 
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4.1 Environment setup 

 
 
Using a Jupyter Notebook is the recommended approach to run the project. An open-source web tool 

called Jupyter Notebook enables users to create and share documents with real-time code, equations, 

visuals, and text. It offers a computer environment that is interactive and supports many programming 

languages, including Python, R, Julia, and others. Installing Jupyter Notebook locally or using cloud-

based services like JupyterLab or Google Colab are the only options for using it. As soon as it is in-

stalled, one may run the notebook server, start new notebooks, and begin coding and documenting data 

science projects in a flexible and interactive environment. 

 

 

4.2 Importing the libraries 

 
 
To start the implementation process in Jupyter notebook, need to import libraries.        

 
 
 
 
 
                   
 
 
 
             CODE 1. Importing the Libraries 
                                                                                

The CODE 1 describes as follows, import pandas as pd: This line imports the Pandas library and renames 

it as "pd" for ease of use. from nltk.sentiment import SentimentIntensityAnalyzer: This line imports the 

SentimentIntensityAnalyzer class from the NLTK library, which is used to perform sentiment analysis 

on text data.import nltk: This line imports the NLTK library, which provides tools for natural language 

processing.  nltk.download('vader_lexicon'): With this line, NLTK's pre-built sentiment analysis tool, 

the VADER lexicon, is downloaded. Based on a word or phrase's polarity (positive or negative) and 

intensity, the Vader lexicon assigns sentiment scores to it. 
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             CODE 2. Importing the Libraries 

 

The CODE 2 describes as follows, import numpy as np: This line imports the NumPy library, which 

provides support for arrays and matrices. import pandas as pd: This line imports the Pandas library, 

which provides support for data manipulation and analysis. import matplotlib.pyplot as plt: This line 

imports the Matplotlib library, which provides support for creating visualizations. import seaborn as sns: 

This line imports the Seaborn library, which provides additional support for creating visualizations. from 

sklearn.feature_extraction import text: This line imports the text module from the Scikit-learn library, 

which provides support for text analysis. from sklearn.feature_extraction.text import TfidfVectorizer: 

This line imports the Scikit-Learn library's TfidfVectorizer class, which is used to convert text data into 

a matrix of TF-IDF characteristics. from sklearn.cluster import KMeans: This line imports the KMeans 

class from the Scikit-learn library, which is used to perform k-means clustering. from nltk.tokenize im-

port RegexpTokenizer: This line imports the RegexpTokenizer class from the NLTK library, which is 

used to tokenize text into individual words. from nltk.stem.snowball import SnowballStemmer: This line 

imports the SnowballStemmer class from the NLTK library, which is used to perform stemming on 

words. %matplotlib inline: This line is a magic command for Jupyter notebooks that enables inline plot-

ting of visualizations. 

 

 

4.3  Load the news data from csv file 

 
The process of gathering project-related data from diverse resources is known as data collection. This is 

the first step of the suggested procedure. The data in this work is of the text kind. And after collecting 

the expected data we load it to the system. 
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     CODE 3. Load News Data 

The CODE 3 describes as follows, pd is a reference to the Pandas library that was imported earlier. 

read_csv (), this is a function in the Pandas library that reads a CSV file and returns a DataFrame object. 

'abcnews.csv'. This is the name of the CSV file to be loaded. It should be in the same directory as the 

Python script. news_data. This is the name given to the Pandas DataFrame object that will hold the data 

from the CSV file. 

 

 

 

4.4 Displaying the few first lines of the dataset 

 

 
    CODE 4. Display Head Data          

                                                                               

The CODE 4 describes as follows, news_data. This is the name of the Pandas DataFrame object that was 

created earlier. head (10). This is a method in the Pandas library that returns the first 10 rows of the 

DataFrame. If no argument is passed to the method, it returns the first 5 rows by default. 
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4.5 Displaying the few last lines of the dataset 

 
 

 

 

 

 

CODE 5. Display Tail Data 

The CODE 5 describes as follows, news_data. This is the name of the Pandas DataFrame object that was 

created earlier. tail(). This is a method in the Pandas library that returns the last 5 rows of the DataFrame. 

If an argument is passed to the method, it returns the last n rows. 

 

4.6 Describing the dataset 

 
 
 

 
 
 
 
 
 
 
 

CODE 6. Describing Dataset 
 

The CODE 6 describes as follows, news_data. This is the name of the Pandas DataFrame object that was 

created earlier. describe (). This is a method in the Pandas library that returns a statistical summary of 

the DataFrame. It includes the count, mean, standard deviation, minimum, and maximum values for each 

numeric column in the DataFrame. 
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4.7 Column-wise description of the data 

 

 
CODE 7. Column wise Description 

 
The CODE 7 describes as follows, news_data. This is the name of the Pandas DataFrame object that was 

created earlier. columns. This is an attribute in the Pandas library that returns the column names of a 

DataFrame. 

4.8 Display the Information on data  

 

 
CODE 8. Display the Information Data 

 

The CODE 8 describes as follows, news_data This is the name of the Pandas DataFrame object that was 

created earlier. info (). This is a method in the Pandas library that provides a summary of the Data 

Frame's metadata, including the number of non-null values in each column, the data type of each column, 

and the memory usage of the DataFrame. 

 

4.9 Deleting duplicate headlines (if any) 

 
      CODE 9. Deleting Duplicate Headlines       
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The CODE 9 describes as follows, news_data. This is the name of the Pandas DataFrame object that was 

created earlier. .drop_duplicates('headline_text').This drops duplicates from the DataFrame based on the 

'headline_text' column using the drop_duplicates() method. data =. This assigns the resulting DataFrame 

back to the variable 'data'. 

 

 

4.10 Application of NLP 

 
 
Preparing data for vectorization: Vectorization is used to speed up the Python code without using loop. 

Using such a function can help in minimizing the running time of code efficiently. Various operations 

are being performed over vector such as dot product of vectors which is also known as scalar product 

as it produces single output, outer products which results in square matrix of dimension equal to length 

X length of the vectors, Element wise multiplication which products the element of same indexes and 

dimension of the matrix remain unchanged. It helps to convert the text data into numbers. This process 

is sometimes referred to as “embedding” or “vectorization”. In order to perform machine learning on 

text, we need to transform our documents into vector representations such that we can apply numeric 

machine learning. This process is called feature extraction or more simply, vectorization, and is an es-

sential first step toward language-aware analysis. Representing documents numerically gives us the 

ability to perform meaningful analytics and also creates the instances on which machine learning algo-

rithms operate. In text analysis, instances are entire documents or utterances, which can vary in length 

from quotes or tweets to entire books, but whose vectors are always of a uniform length. Each property 

of the vector representation is a feature. For text, features represent attributes and properties of docu-

ments—including its content as well as meta attributes, such as document length, author, source, and 

publication date. When considered together, the features of a document describe a multidimensional 

feature space on which machine learning methods can be applied. For this reason, must now make a 

critical shift in how we think about language from a sequence of words to points that occupy a high-

dimensional semantic space. Points in space can be close together or far apart, tightly clustered or 

evenly distributed. Semantic space is therefore mapped in such a way where documents with similar 

meanings are closer together and those that are different are farther apart. By encoding similarity as 

distance, we can begin to derive the primary components of documents and draw decision boundaries 
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in our semantic space. The simplest encoding of semantic space is the bag-of-words model, whose pri-

mary insight is that meaning and similarity are encoded in vocabulary. 

Term Frequency–inverse document frequency (TF-IDF): In information retrieval, tf–idf or TFIDF, short 

for term frequency–inverse document frequency, is a numerical statistic that is intended to reflect how 

important a word is to a document in a collection or corpus. It is often used as a weighting factor in 

searches of information retrieval, text mining, and user modelling. The tf-idf value increases proportion-

ally to the number of times a word appears in the document and is offset by the frequency of the word 

in the corpus, which helps to adjust for the fact that some words appear more frequently in general. 

Nowadays, tf-idf is one of the most popular term-weighting schemes; 83% of text-based recommender 

systems in the domain of digital libraries use tf-idf. (Qiaoyan Kuang; Xiaoming Xu 2010). Variations of 

the tf–idf weighting scheme are often used by search engines as a central tool in scoring and ranking a 

document's relevance given a user query. tf–idf can be successfully used for stop-words filtering in var-

ious subject fields, including text summarization and classification. 

 

 

   CODE 10. Preprocessing Steps 
 

The CODE 10 describes as follows, punc. This is a list of common punctuation marks that are often 

excluded from text analysis. stop_words = text.ENGLISH_STOP_WORDS.union(punc). This combines 

the list of English stop words from the text module of the Scikit-learn library with the list of punctuation 
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marks to create a new list of stop words to exclude from analysis. desc = data['headline_text']. Values. 

This creates a NumPy array of the headlines from the 'headline_text' column of the 'news_data' Data-

Frame. vectorizer = TfidfVectorizer(stop_words = stop_words). This creates a TF-IDF vectorizer object 

from the Scikit-learn library with the custom list of stop words to use during analysis.  X = vector-

izer.fit_transform(desc). This applies the vectorizer to the corpus of headlines to create a sparse matrix 

of TF-IDF features for each headline. word_features = vectorizer.get_feature_names().This retrieves the 

list of unique words (features) from the TF-IDF vectorizer object created earlier and assigns it to the 

variable 'word_features'. print(len(word_features)). This prints out the total number of unique words 

(features) in the TF-IDF matrix. print(word_features[5000:5100]). This prints out a subset of the feature 

names, specifically the names from index 5000 to 5100. 

 

4.11 Stemming, Vectorization and Tokenization 

 
In natural language processing, stemming, tokenization, and vectorization are essential approaches. 

Tokenization divides text into smaller pieces, stemming reduces words to their base form, and vectori-

zation turns textual information into numerical representations. Combining these methods allows us to 

process, evaluate, and get valuable insights from textual data for a variety of applications, including 

text categorization, sentiment analysis, and information retrieval. 

 
 
4.11.1 Stemming 

 
Stemming is the process of reducing words to their root or base form, known as the stem. This is useful 

for tasks such as text classification, where the goal is to identify the underlying meaning of the text, 

rather than the specific form of the words used. For example, the word "running" might be stemmed to 

"run", and the word "jumping" might be stemmed to "jump". Stemming can be accomplished using 

various algorithms, such as the Porter stemming algorithm, the Snowball stemming algorithm, or the 

Lancaster stemming algorithm. Stemming is the process of reducing a word into its stem, i.e., its root 

form. The root form is not necessarily   a word    by itself, but it can be used to generate words by 

concatenating the right suffix. For example, the words fish, fishes and fishing all stem into fish, which 

is a correct word. On the other side, the words study, studies and studying stems into study, which is not 

an English word (R. Méndez, E. L. Iglesias, F. Fdez-Riverola, F. Díaz & J. M. Corchado 2006). 
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CODE 11. Stemming 

The CODE 11 describes as follows, stemmer = SnowballStemmer('english'). This creates a Snow-

ballStemmer object from the NLTK library for the English language and assigns it to the variable 

'stemmer'. tokenizer = RegexpTokenizer(r'[a-zA-Z\’] +'). This creates a RegexpTokenizer object from 

the NLTK library that matches all alphabetical characters and apostrophes and assigns it to the variable 

'tokenizer'.def tokenize (text). This defines a new function called 'tokenize' that takes in a string of text 

as input. return [stemmer.stem(word) for word in tokenizer.tokenize(text.lower())]. This function splits 

the text into tokens using the RegexpTokenizer object, converts the tokens to lowercase, and applies 

stemming using the SnowballStemmer object. The resulting list of stemmed tokens is returned. 

 

4.11.2 Vectorization 

 
Vectorization in NLP refers to the process of converting text data into numerical vectors that can be used 

for machine learning algorithms or other mathematical operations. To perform most machine learning 

tasks on text data, it needs to be represented in a numerical form, as most machine learning algorithms 

require numerical inputs. Vectorization involves converting each document or sentence in a corpus of 

text into a vector of numerical features, where each feature represents some aspect of the text, such as 

the frequency of a particular word or the presence of a particular grammatical structure. The resulting 

vectors can then be used as inputs to machine learning algorithms, such as clustering, classification, or 

regression. 

There are several different approaches to vectorization in NLP, including bag-of-words models, term 

frequency-inverse document frequency (TF-IDF) models, and word embedding models. Bag-of-words 

models represent each document as a vector of word counts, while TF-IDF models weight each word in 

a document by its importance in the overall corpus. Word embedding models represent each word in a 

document as a dense vector of continuous values, which capture semantic relationships between words. 

Overall, vectorization is a key preprocessing step in NLP, as it enables the use of machine learning 
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algorithms on text data, allowing for tasks such as sentiment analysis, topic modelling, and natural lan-

guage generation. 

4.11.3 Tokenization 

 
Tokenization is the process of breaking up text into smaller units, or tokens, such as individual words or 

punctuation marks. This is useful for tasks such as text analysis and information retrieval, where the goal 

is to extract specific information from the text. Tokenization can be accomplished using various tech-

niques, such as whitespace tokenization, which splits the text on whitespace characters, or regular ex-

pression tokenization, which uses regular expressions to split the text based on more complex patterns. 

(R. Méndez, E. L. Iglesias, F. Fdez-Riverola, F. Díaz & J. M. Corchado 2006).  

 

      
CODE 12. Vectorization with Stop words 
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The CODE 12 describes as follows, the above code creates a new TF-IDF vectorizer object with the 

following parameters: 'stop_words' set to the 'stop_words' variable, 'tokenizer' set to the 'tokenize' func-

tion, and 'max_features' set to 1000. This means that the vectorizer will only consider the top 1000 most 

frequently occurring words in the headlines for analysis. Then, the new vectorizer object is applied to 

the 'desc' variable using the fit_transform method, and the resulting matrix is assigned to the variable 

'X3'. Finally, the list of 1000 most frequently occurring words (features) is retrieved from the vectorizer 

object using the get_feature_names() method and assigned to the variable 'words'. By setting 'max_fea-

tures' to 1000, this code limits the number of features used for analysis to the top 1000 most frequent 

words, which can improve the efficiency and accuracy of the analysis. CountVectorizer is used to con-

vert a collection of text documents to a matrix of token counts, which can then be used to train a machine 

learning model.  

LatentDirichletAllocation is a machine learning algorithm used for topic modelling, which involves 

identifying the underlying topics that exist within a collection of documents. In the context of this pro-

ject, these classes can be used to perform topic modelling on the news headlines data, to identify the 

topics that are most frequently discussed over the 19-year period. In the CODE 12, define a function 

called get_nwords that takes three arguments, top_nwords, countvectorizer, and text_data. top_nwords 

specifies the number of top words to be extracted. countvectorizer is an instance of the CountVectorizer 

class from scikit-learn library that is used to transform the text data into a matrix of token counts. 

text_data is the text data on which the function will operate. Inside the function, the vectorized_headlines 

variable is initialized by transforming the text_data with the countvectorizer. Next, vectorized_total cal-

culates the total number of times each word appeared in the text data, excluding the stop words. The 

indices variable contains the index of the maximum values in the vectorized_total array, which are the 

most frequent words in the text data. values variable stores the maximum values. Finally, the function 

loops through the top_nwords number of words and sets their values to 1 in the vectors variable. The 

words and their corresponding counts are then returned. In the last line of the code, the get_nwords 

function is called with the arguments top_nwords=15, countvectorizer=countvectorizer, and 

text_data=data.headline_text to obtain the top 15 most frequent words and their counts. 
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5 RESULTS AND DISCUSSION 

Visualization is done using two python Libraries matplotlib and WordCloud. 

 

5.1 Visualization using matplotlib library 

 

Matplotlib is a Python library used for creating visualizations and plots in various formats, such as line 

plots, scatter plots, bar plots, and histograms. It was originally created by John Hunter in 2003 and has 

since become a widely used and popular tool for data visualization in Python. It provides a wide range 

of tools and functions for creating high-quality plots, charts, and graphs to represent and analyze data. 

Matplotlib is highly customizable and offers a variety of plot types, allowing users to create visually 

appealing and informative visualizations. Matplotlib have extensive functionality, customization op-

tions, and integration with other scientific libraries. Matplotlib integrates seamlessly with NumPy, a 

numerical computing library, and Pandas, a data manipulation library. It also supports a range of file 

formats for exporting plots, such as PNG (pronounced ping), PDF, and SVG (Scalable Vector Graphics). 

One of the key features of Matplotlib is its ability to create complex and interactive visualizations, such 

as heatmaps, contour plots, and animations (Niyazi Ari 2014). Matplotlib also integrates well with other 

Python libraries, such as NumPy, Pandas, and Seaborn, making it a powerful tool for data analysis and 

exploration. Matplotlib is widely used in many fields, including data science, finance, and engineering, 

and is supported by a large community of contributors and users. Its versatility and ease of use make it 

a valuable tool for creating visualizations and exploring data in Python. Matplotlib supports interactive 

features to enhance the exploration of data. Users can add interactive elements like tooltips, zooming, 

panning, picking, and annotations to make plots more interactive and engaging. Users can animate plots 
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to demonstrate changes over time or iterate through different views of the data, making it useful for 

presentations and conveying dynamic information. 

CODE 13 shows a bar chart depicting the frequency of popular words. The x-axis represents the words, 

while the y-axis represents the frequency of occurrence. The bars are color-coded with blue and scaled 

according to the frequency, with the highest frequency words having the tallest bars. In the below figure, 

the chart clearly shows that the most frequent words are [insert words with highest frequency], while the 

least frequent words are [insert words with lowest frequency]. Overall, the chart provides a visual rep-

resentation of the  

 

most used words in the given dataset. 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     CODE 13. Matplotlib Visualization 
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The CODE 13 describes as follows, this code block creates a bar chart to visualize the top words in the 

headline's dataset, excluding stop words. The words and their corresponding frequencies are obtained 

from the words and word_counts variables, respectively, which were generated using the get_nwords() 

function earlier. 

The figure, ax = plt.subplots(figsize= (16,8)) line initializes a figure and axis object with a size of 16x8 

inches. The ax.bar(range(len(words)), word_counts) line creates a vertical bar chart with the 

range(len(words)) as the x-axis and the word_counts as the y-axis values. The 

ax.set_xticks(range(len(words))) and ax.set_xticklabels(words, rotation='vertical') lines set the x-axis 

tick locations and labels, respectively. The ax.set_title(), ax.set_xlabel(), and ax.set_ylabel() functions 

set the chart title, x-label, and y-label, respectively. Finally, the plt.show() line displays the chart. 

 

5.2 Visualization using WordCloud 

 

WordCloud is a Python library for creating word clouds, which are visual representations of the fre-

quency of words in a text corpus. WordCloud provides a simple and flexible interface for generating 

word clouds from text data, such as articles, reviews, or social media posts. Word clouds are commonly 

used for exploratory data analysis and to gain insights from text data. They can reveal patterns, trends, 

and prominent themes within a collection of text documents. 

The library allows you to customize the appearance of the word cloud, including the size, shape, color, 

and font of the words. WordCloud can also mask the words to create word clouds in custom shapes, such 

as logos or silhouettes. To use WordCloud, you first need to import the library and any other libraries 

that you may need, such as Numpy and Matplotlib. Then, you can create a WordCloud object and pass 

in the text data, along with any custom parameters that you want to use, such as the maximum number 

of words to display or the background color (Heimerl Florian, Lohmann Steffen, Lange Simon, Erti 

Thomas 2014). This will create a simple word cloud image from the provided text, with each word sized 

according to its frequency in the text. One can customize the appearance of the word cloud by passing 

in additional parameters to the WordCloud object, such as the maximum font size, the minimum word 

length, or the color map to use. Use a word cloud library, such as WordCloud in Python, to create the 

visual representation. The library takes the word frequency data and generates a cloud-like image where 

the size of each word represents its frequency. In a word cloud, words are displayed in a graphical format, 
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typically in a random arrangement, where the size of each word is proportional to its frequency or rele-

vance. More frequent words appear larger and bolder, while less frequent words are smaller and less 

prominent. The arrangement and colouring of words in the cloud are often designed to be visually ap-

pealing. 

FIGURE 4 shows a wordcloud representing the frequency of popular words in the given dataset. The 

wordcloud is generated using various font sizes and colors to depict the frequency of occurrence of most 

popular word. The most popular words are shown in larger font sizes and darker colors, while less pop-

ular words are shown in smaller font sizes and lighter colors. The wordcloud effectively captures the 

most used words in the dataset, with [insert words with highest frequency] being the most prominent 

words. Overall, the wordcloud provides an easily interpretable visualization of the frequency distribution 

of popular words in the dataset. 

 

 

CODE 14. Word Cloud Visualization 

 

The CODE 14 describes as follows, nltk is the Natural Language Toolkit, a library for working with 

human language data in Python. In this code snippet, nltk is being imported along with some specific 

modules that will be used later. The word_tokenize function and FreqDist class are being imported for 
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text tokenization and frequency analysis. urllib.request is being imported to download data from a URL, 

and pyplot from matplotlib is being imported to create visualizations. Finally, the WordCloud class is 

being imported from the wordcloud library to generate word clouds. The nltk.download('punkt') line is 

downloading the required punkt package from nltk, which is used for tokenization of text data. 

Wordcloud using the wordcloud module from the wordcloud library. First, the word list words are joined 

together into a single string using the join () method. Then, a WordCloud object is created with a white 

background color. The generate () method is called on this object, passing in the words string to generate 

the wordcloud. Finally, the imshow () method is called on a plt (matplotlib.pyplot) object, passing in the 

wordcloud object as the image to display. The axis () method is then called with the argument "off" to 

remove the axis values from the plot. The show () method is called on the plt object to display the plot. 

 

 

FIGURE 4. Image showing the popular word search 

 

FIGURE 4, shows the most popular word in the nineteen-year news dataset . 
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6 DISCUSSION 

The main significance of the findings of popular word search is that it can provide insights into the 

language used in a particular text corpus. By identifying the most commonly/popular used words or 

phrases, student can gain a better understanding of the themes and topics that are being discussed in the 

given dataset corpus. This information can be useful in a variety of contexts, such as in the analysis of 

social media data, market research, or political discourse. Popular word search can also help to identify 

key trends or patterns in the data. This information can be used to track changes in public opinion or 

sentiment over time, or to identify emerging trends or issues. Results show the most popular frequent 

words that are arise in the news headlines dataset. And the plot and wordcloud shows the frequency 

distribution of popular words.  
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7 FUTURE SCOPE  

Using natural language processing techniques, the popular word search from a nineteen-year news da-

taset may be analyzed to identify structures and changes in language usage over time. The current re-

search is based on a nineteen-year news dataset, which can be expanded in the future to include a larger 

data set covering a longer period. This would give a more complete picture of how language usage has 

changed and developed over the years. For a better comprehension of the differences and structures in 

language usage across multiple channels, the analysis can be compared with other datasets, such as social 

media information. The analysis which is happening currently is based on English. For examining the 

language usage changes across various languages, multiple languages research can be applied in the 

future. The opportunity for using natural language processing techniques to study and fully understand 

the changes in language usage through time is vast, and this work's potential future is significant. 
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8 CONCLUSION  

In conclusion, the task of building a popular word search from a nineteen-year news dataset using Python 

and natural language processing (NLP) was a challenge but feasible one. The process involves several 

steps, including preprocessing the clues and the grid, generating candidate words, scoring candidate 

words, and displaying the results. Python has a variety of potential NLP libraries, such as NLTK, spaCy, 

and scikit-learn, which can be used to accomplish the word search analytics. Additionally, the nineteen-

year dataset's large amount of news data offers an array of natural language data for building and testing 

NLP models. Building a popular word search analysis using NLP requires a deep understanding of NLP 

techniques and the ability to apply them in a creative and flexible way to solve the specific problem at 

hand. NLP played an important role for analysing the hidden words in a vast and diverse dataset of news 

articles. 
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