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Abstract:

As the travel industry grows, so do the demanding aspects of air transport.

The accuracy of flight status is critical to the travelling experience of

passengers, the scheduling of airlines and the cost of airport operations.

Most of the airports nowadays are forecasting flight routes to make airport

scheduling more accurate, save time and cost, and improve travellers'

experience. The use of data analytics and machine learning to predict

multiple flight states will significantly improve the accuracy of the results and

satisfy the needs of travellers, airlines and airport operations to a greater

extent. This thesis will show how to use data analytics combined with

machine learning models for flight status analysis and explain the

conclusions.
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1 INTRODUCTION

Today's world has entered the digital age of transport interoperability, and

data analytics has become an important tool in every field, and the aviation

industry is no exception. Aviation operations involve a large amount of data

information, including weather, flight data, etc., the analysis of which is critical

to predicting flight status, improving operational efficiency and enhancing the

passenger experience. Therefore, airlines as well as airport managers,

including research experts, are committed to improving the accuracy of flight

forecasts to meet the rapidly evolving needs of the air transport industry.

This study is dedicated to an in-depth exploration of the application of data

analytics in flight status prediction, aiming to provide a data analytics-based

approach to improve the existing prediction models and make the analyses

more accurate. Changes in flight status not only affect passengers' travelling

experience, but also increase airport operating costs and airlines' flight

expenditures. Passengers who waste their time and are dissatisfied with the

airline and airport arrangements may become disgusted and affect the

airline's revenue. Flight status prediction is not only to meet the needs of

airlines in predicting flight status and scheduling flights, but also for the sake

of passengers' travelling experience, to save unnecessary operating

expenses, to reduce airport operating costs, and to increase airline revenues.

There are a variety of data analysis tools and methods available to help us

better understand the root causes of flight delays and cancellations (e.g.

weather, airport traffic, traffic control, etc.). By analysing historical data from

previous years, we can highlight the main factors that lead to flight delays or

cancellations, and use machine learning and various data analytics tools to

predict and model the flight status in advance, and take measures to improve
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the passenger experience, increase airline revenues and reduce airport

operating costs.

This study will explore the application of data analytics methods in flight

status prediction, including data collection, processing, feature engineering,

model building and evaluation. The goal of this research is to construct

predictive models after performing data analytics feature processing to make

the data features more intuitive and salient, and to provide data to the airline

industry to help them reduce the number of flight delays and cancellations,

improve efficiency, and enhance the passenger experience.

The aim of this thesis is to analyse and investigate better ways of analysing

data with machine learning prediction models to predict flight status more

accurately.

Chapter 2 of this thesis describes in detail the data sources for the thesis and

the research methods that will be used. Chapter 3 discusses the data

analysis methodology in detail, and Chapter 4 will identify the machine

learning model used, as well as how the model was constructed and trained.

Finally, Chapter 5 will reflect on these steps and look for possible

improvements.

2 LITERATURE REVIEW

2.1 Overview of aviation industry trends

Aviation is one of the fastest growing industries in the world today, with great

prospects and a wide range of development areas. Whether it is business

work or the development of tourism that makes the majority of passengers,

workers and officers choose the comfort and convenience of air travel, or the

booming development of the transport industry that makes air transport more
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and more in demand, the aviation industry has been constantly evolving to

adapt to the different needs of different areas of today's society. The

accuracy of flight status is crucial in today's society as it is related to cost and

experience.

Global tourism is expanding rapidly and has become an important contributor

to the national economies of many countries over the past decades. Over the

past 25 years, worldwide international tourist arrivals have more than

doubled, from 1.08 billion in 1995 to 2.4 billion in 2019 (WDG 2021). The rise

in tourism has increased the demand for air transport and changes in flight

status are a concern for travellers, and the increase in passenger traffic is a

challenge for the air transport industry as well as for airports. As the impact of

Covid wanes, not only the tourism industry, but also business travel is shifting

from online to offline, and there are more exchanges and cooperation

between countries and regions. Whether it's a conference or a reunion, the

demand for punctuality in the aviation industry is very high, and in order to try

to avoid the delay or cancellation of meetings due to delays or cancellations

of flights, the importance of predicting the status of flights is even more

prominent.

Figure1. Photo taken at Helsinki Vantaa Airport(2022)
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2.2 Previous research on flights status prediction

In previous studies, scholars have focused on prediction through partitioning

algorithms, density-based clustering algorithms and hybrid clustering

algorithms. Flight trajectories and statuses are predicted and identified using

the K-means algorithm, and the results obtained are compared with the

existing anomalous flight statuses.

For the flight itself, it is difficult to quantify personal experience to assess the

efficiency and availability of decision-making, which affects the status of the

flight, as it can only rely on the pilot's empirical judgement when encountering

different objective factors in the course of the flight. For the airlines

themselves, it is the condition of the aircraft, whether it needs maintenance or

whether there are any alerts that affect the flight status. On the ground

handling side of the airport, flights may also be delayed and cancelled due to

unforeseen circumstances.

Scholars have used various algorithms, including but not limited to ant colony

algorithm, annealing algorithm, genetic algorithm and other intelligent

algorithms, but intelligent algorithms are computationally intensive, and

although intelligent algorithms can incorporate a lot of constraints in order to

obtain the optimal solution, they tend to stick to the final optimal solution

rather than achieving the global optimal, and they require more human and

financial resources.

2.3 Data source, datasets and tools use in flight prediction

The source datasets used for this thesis is a public dataset from Kaggle

website: Flight Status Predictions Kaggle's open datasets provides more

options for researchers or people who are in the process of learning. kaggle

datasets has greater transparency and usability because the kaggle

community is an open and diverse community where people can rate the

dataset, and people who is looking for a dataset can see more intuitively
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whether the dataset is usable, the mining and learning value that the dataset

contains.

This dataset contains all the cancelled and delayed flight information from

January 2018 onwards for each airline. The data is clear and intuitive, and is

of high analytical value.

This dataset is a data-prepared dataset, i.e., it has been filtered for columns

in the raw dataset that are mostly empty. The dataset contains csv files and

parquet files for use. This allows for a variety of data analyses method and

the all sorts selection of machine leaning models to be used for research of

flight status prediction.

The data contained in the dataset is extracted from the Marketing Carrier

"On-Time" Performance (from January 2018 to July 2022) datasheet of the

"On-Time" database in the "TranStats" database. Real and valid, the dataset

is highly analysable.

The various types of tools used to conduct the study are listed below:

Use Jupyter notebook and Google colab to create the code document.

Libraries for statistical analysis: Pandas(use for data cleaning, preprocessing
and exploratory data analysis), NumPy(use for working with arrays and
metrics).

The image visualisation tools: Matplotlib and Seaborn, use for data and
model visualization.

Machine learning methods libraries: All methods was based on library sklearn.

Linear regression(use for establish linear relationships in data, e.g. for

predicting numerical output variables), Decision Trees and Random

Forests(use for classification and regression problems and can deal with

non-linear relationships).
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3 DATA PROCESSING

3.1 Sources of flight data

Data for each years:

(Figure2: data for year 2018)

(Figure3: data for year 2019)
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(Figure4: data for year 2020)

(Figure5: data for year 2021)
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(Figure6: data for year 2022)

Total size of data is 4,5GB.

(Figure7: total datasets review)
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3.2 Data Preparation

Data preparation is a crucial step in data analysis, which involves

transforming raw data into a state that is analytically valuable for the study

and consistent with subsequent machine learning modelling.

After getting the data the first thing that should be done is to traverse the data

and then perform data cleansing. This step involves dealing with missing

values, duplicates, outliers and erroneous data in the data.

As this dataset is a clean dataset, the data processing step can be eliminated.

And this dataset already contains parquet files, so you can use parquet files

directly.

The next step is data transformation. Because the research conducted in this

thesis requires the use of machine learning, the data needs to be

transformed to include, but not limited to, normalisation, standardisation, and

coding classification. This operation ensures that the required data meets the

machine learning modelling standards and avoids any unnecessary hassle

later on.

Following this process, we will perform feature engineering. This part

performs feature extraction, integration and other operations for subsequent

machine modelling.

The data is processed through these steps to better perform the following

Explorative Data Analytics(EDA) part and machine learning modelling for

flight state prediction.
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3.3 Data analysis

To the following Exploratory Data Analysis(EDA) section. After comparing the

advantages and disadvantages of CSV files and Parquet files, I chose to use

Parquet files for this part of the data analysis.

Parquet files are faster and easier to read, recall and modify than CSV files, I

will explain the advantages and features in detail in the subsequent section

on predicting flight status through machine learning.

First, use the basics pandas command line to access and examine the data

information.

Here I give an example of year 2018:

(Figure8: example code about data analysis)

To facilitate the analysis, it is necessary to further synthesise the status of the

aircraft. The first step is to create and initialise a new column called

"DelayGroup" and set all values to None, then group flights according to their

delays or cancellations and record them in this column.

Assign "OnTime_Early" to flights where the value of "DepDelayMinutes" is

equal to 0, which means that the flight is on time or early. Then assign

"Small_Delay" to flights where the value of "DepDelayMinutes" is greater

than 0 and less than or equal to 15, which means that the flight is slightly

delayed and the delay is greater than 0 minutes and less than 15 minutes.
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Assigning "Medium_Delay" to flights where the value of "DepDelayMinutes"

is greater than 15 and less than or equal to 45 means that the flight is

moderately delayed, and the delay time is greater than 15 minutes and less

than 45 minutes. For the remaining flights where the value of

"DepDelayMinutes" is greater than 45, "Large_Delay" is assigned to these

flights, which indicates that the flight is severely delayed and the delay is

longer than 45 minutes. Finally, for rows where the value of the "Cancelled"

column is True, indicating that the flight has been cancelled, it is assigned to

the Cancelled class in the DelayGroup.

After that, a new row is created in the "data2018" dataset based on the delay

time and whether the flight is cancelled or not: "DelayGroup". This column

will classify flights into OnTime_Early group, Small_Delay group,

Medium_Delay group, Large_Delay group and Cancelled group based on

their delay time. This will make the subsequent presentation of aircraft status

data in the charts clearerand intuitive.

(Figure9: output of the code)

This image clearly shows the status of the data in each flight delay groups ,

allowing for a more intuitive view of the flight delay groups data.
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The unique values in the "DelayGroup" column are then counted (in

ascending order) and the result should contain all counted objects. Use the

matplotlib tool to output an image that specifies the basic settings of the

graph being plotted (e.g. graph shape, colour and image size). For this graph,

I have chosen a horizontal bar graph (kind="barh") with an image size of

(figsize=(10, 5)), a graph colour and a green bar shape (colour='green') as

well as setting the graph title to "Flight Results (2018)".

I aslo do the same processing for 2019-2022 datasets, the result I will
attached below:

(Figure10: Flight Results(2019))
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(Figure11: Flight Results(2020))

(Figure12: Flight Results(2021))
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(Figure13: Flight Results(2022))

In the next section, I calculate the flight punctuality for each month of the

same year and summarise data in a chart.

It first extracts the month portion from the dates in the FlightDate column via

the dt.month property and creates a new column called Month. Then use the

groupby command to aggregate the collated data and add constraints, then

calculate the values and counts for each delay (On_time, Small_delay,

Medium_delay, Large_delay and Cancelled) for each month, then normalise

them to get the corresponding rates, and finally split the resulting Finally, the

resulting DataFrame is split and the "DelayGroup" index is converted to a

column. To visualise the data, multiply the result by 100 to convert it to a

percentage. The darker the colour the more this state occurs during the

month.

Same processing also finished in left four years datasets.
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(Figure14: Flight Results(2018))

(Figure15: Flight Results(2019))
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(Figure16: Flight Results(2020))

(Figure17: Flight Results(2021))
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(Figure18: Flight Results(2022))

Example code below:

(Figure19. Example code)

The following section displays the chart, again using the Aggregate

command to analyse the flight statuses by week for each month of 2018,

which represents the flight statuses that occur most frequently on each day of

each week of each month. As in the previous section, the darker the colour,

the higher the probability.

(Figure20. The output of each day in a week by month)

Example code below:
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(Figure20. The output of each day in a week by month)

The chart shows the status of flights by airline (28 airlines in total), which

allows us to visualise the ratio of each flight status for each airline and the

percentage of the total number of flights in each status group. In this chart we

can observe the airlines with a high percentage of on-time performance and

small delays, thus selecting the top performers from the 28 airlines.

(Figure22. The flights status percentage of each airline)

4 MACHINE LEARNING AND PREDICTION

4.1 Prediction and model selection

Since a large number of variables and factors are involved in the flight status

prediction problem, the problem can be considered as a multivariate problem.
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For the prediction of this multivariate complex problem, Random Forest

Model will be more suitable to deal with this kind of problem, so Random

Forest Model is finally selected for this problem of flight status prediction.

4.2 Type of algorithms

The Random Forest model is an integrated row algorithm that improves the

predictive performance of the model itself by combining multiple decision

trees.

Prior to model architecture and data prediction, I chose the scikit-learn (often

abbreviated to sklearn) library as the main tool library to call the model and

train it. I chose the scikit-learn database because of the library's features

such as powerful algorithms, API consistency, and inclusion of various data

manipulation and visualisation tools.

The construction of the random forest model is divided into the following

steps, but before building the model in the following steps, if you do not have

a training dataset and a test dataset, you need to divide the dataset into a

training dataset and a test dataset in advance (where there is a 7-3 split and

an 8-2 split), usually the training dataset needs to contain 70% of the original

dataset (another common split is the training dataset needs to contain 80% of

the original dataset), and the test dataset needs to consist of 30% of the

original dataset (in contrast, another common segmentation method is that

the test data set needs to consist of 20% of the original dataset).

a. Data preparation: this step has been done in the previous Exploratory Data

Analysis (EDA) section, so we can skip this part before model construction.

b. Feature Selection: select valid features and take precautions to prevent

overfitting of the model.

c. Sampling: randomly draw the samples from the training set. Since the

samples are randomly drawn, there may be duplicate data in the samples,

but this phenomenon does not affect the subsequent training.
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d. Decision Tree Construction: multiple decision trees are constructed using

the CART (Classification and Regression Trees) algorithm as well as utilising

previously drawn samples and selected feature sets. Splitting nodes during

the training growth of decision trees can improve the accuracy of predictions

by reducing entropy and squared error.

e. Making Predictions: The Random Forest model will aggregate the outputs

from all the decision trees involved in making predictions and then take

different approaches for different problems. For regression problems, the

results of multiple decision trees will be averaged as the final prediction. For

classification problems, voting will be used to select the result with the

highest occurrence rate as the final prediction.

f. Output the final valuations

g. Model Evaluation: Measure performance through cross-validation or by

using numerical values of performance metrics (e.g., accuracy, F1 scores,

mean square error, and other metrics).

4.3 Feature selections

4.3.1 Feature columns selections

In this section I chose to use a parquet document because when making

predictions you need to integrate five years of data while calling a large

amount of data the parquet document as a columnar storage format is more

suitable for efficiently storing larger datasets than the text format of a CSV

document, which is better suited to the task of processing and analysing

large amounts of data. Because of the large amount of data to be used in this

study, both the pre-merge and post-merge datasets are large datasets, and

the advantages of high performance and support for cross-platform operation

of the parquet document are more suitable for this study. Moreover, parquet

supports various compression and encoding methods, which makes the

study more flexible and efficient as the dataset in this study contains a large

number of complex data types and needs to be transformed for subsequent

prediction model architecture.
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I used pyarrow library for merging multiple parquet documents as follows, the

combined file name is ‘Combined.parquet’.

As predictions need to be made based on the flight status of each flight over

a number of years, the unique information of the flight number is a necessary

choice. The columns required for the forecast chosen for this purpose are:

Flight_Number_Marketing_Airline(int64)

Origin(object)

Dest(object)

Cancelled(bool)

Diverted(bool)

DepDelayMinutes(float64)

ArrDelayMinutes(float64)

(Figure23. original data and data type)

4.3.2 Data type processing

Before we continue with the model architecture, firstly we need to make sure

that the chosen data type can be applied to the random forest model. In the

chosen data, the data types of the Origin and Dest columns are both object,

so it is necessary to use the LabelEncoder class in the scikit-learn library to

convert the class features to numeric classes for subsequent training and

prediction.
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(Figure24. data type conversion1)

The instance of LabelEncoder is created first, and then the values in the

columns "Origin" and "Dest" are label encoded, converting the data type from

an object to a numeric type.

The other two bool columns, Canceled and Diverted, need to be encoded

again with the LabelEncoder from the scikit-learn library. This encoding

converts the bool values to numeric values, TRUE values to 0, and FALSE

values to 1.

(Figure25. data type conversion2)

After data type processing, the selected data type is:

(Figure26. data type after converting)

4.3.3 Data scala
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In this step I first combine the departure and arrival delay times, add up the

values to get a total DelayTime, and create a new column to store the

corresponding time, and scale that time, normalising all flights without delays

to a uniform scale data, and categorising the others according to the delay

time on a scale.

The flights are classified according to the delay time. Flights with delays less

than or equal to 0 minutes are classified as On_time, flights with delays

greater than or equal to 0 and less than or equal to 15 minutes are classified

as Small_delay, flights with delays greater than or equal to 15 minutes and

less than or equal to 30 minutes are classified as Medium_delay. Flights with

delays greater than or equal to 30 minutes and less than or equal to 45

minutes are classified as Large_delay. The rest are classified as

Maybe_cancelled.

(Figure27. data categorising)

To get the relative percentage values in the final prediction result, next assign

a percentage to each unique value in the scala column.

To begin with, the number of occurrences of each unique value in the "scale"

column of the "data_flights" dataframe is counted and the result is stored in a
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Series object named scale_counts. The last line of code creates a new

column called "target" and uses the mapping function to map each value in

the "scale" column to a corresponding percentage value. So that the

appropriate percentage is assigned to each row. This will convert each row's

"scale" value to its corresponding percentage and store the result in the new

"target" column.

(Figure28. data scale)

(Figure29. data scale showing)

4.4 Model training and validation

4.4.1 Selection of feature matrix (x) and target vector (y)

X (Feature Matrix): the feature matrix contains all the features or attributes,

i.e. the input data used for training and prediction. For example, the following

is used in the model:

Flight_Number_Marketing_Airline(int64)
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Origin (int64)

Destination (int64)

Cancelled (int64)

Transferred (int64)

Departure Delayed Minutes (float64)

Arrival delay minutes (float64)

The selection of these data allows the model to make predictions based on

these features.

y (target vector): the target vector contains the target value or label

associated with each data point in the feature matrix. The target value is

usually the value we want the model to predict or classify, e.g. In this model,

we want to use the target value to determine whether the future state of a

flight is on time, small delay, medium delay or large delay.

(Figure30. Selection of feature matrix (x) and target vector (y) )

4.4.2 Training and testing datasets divided

The original dataset is not divided into training set and test set, so in this step

we will do the division of training set and test set, also used the

train_test_split class in the scikit-learn library to help us to randomly divide

the data, here we choose the conventional 7-3 division method, that is, 70%

of the original dataset is the training set and 30% of the data is the test set.

Which random_state is the random seed parameter, which ensures

randomness during the division of the dataset and allows the same results to

be obtained, guaranteeing the stability of the repeated experiments.

(Figure31. split the dataset )
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4.4.3 Feature normalisation

This section will be normalised for features. This step requires the

StandardScaler class from the scikit-learn library.

A Normaliser object named scaler is first created. Perform a normalisation

operation by fitting and merging using the training dataset X_train. This

process will get the mean and standard deviation of the data. Then normalise

the features of the training set using fit_transform and store the results in

X_train_scaled.

The normalisation aims to scale the values of the features to a standard

normal distribution with mean 0 and standard deviation 1 (or similar). It seeks

to reduce the influence of different data on the results, and this step ensures

that more consistent results are obtained subsequently.

(Figure32. feature normalisation)

4.4.4 Creating and training models

In this section, the architecture and training of the Random Forest model will

be executed.

The class RandomForestClassifier from the scikit-learn library will be used in

this section. Random forest classification models are constructed by first

creating a Random Forest Classifier object named clf. The constructed

random forest model is then trained using a previously segmented training
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dataset. The model will predict the target value based on the previously input

features.

(Figure33. Creating and training models)

4.4.5 Model validation

This section requires the accuracy_score, classification_report, and

confusion_matrix classes from the scikit-learn library.

Use the test set X_test_scaled to make predictions. Use the predict

command to generate predictions for the model and store these predictions

in y_pred. Model accuracy is then printed after calculation using

accuracy_score function. Afterwards a classification report is generated using

classification_report function which contains precision, recall, F1 score etc.

which can be used to evaluate the model. Finally the confusion matrix is

generated for further evaluation of the model accuracy.

(Figure34. model validation)
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(Figure35. validation result)

The output indicates that the accuracy of the model is about 99.997%, i.e.,

the model correctly predicts the vast majority of the samples. The model has

an accuracy of 1.0, which would indicate that the model predicts the vast

majority of cases accurately on each category. A recall of 1.0 would indicate

that the model included all cases and did not miss any samples in any

category. In summary, the performance of the model is excellent.

5 CONCLUSION

Combined with the Exploratory Data Analysis (EDA) component and machine

learning model predictions, the flight status also becomes relatively known

and controllable, saving time, material and labour costs at the root cause.

Since the dataset used in this study lacks information on flight delays or

cancellations due to weather, air traffic control and policy regulation, the

predictions are not very accurate. If this information is included in the dataset



32

and added to the model predictions for optimisation, it may be possible to get

more accurate results and specific reasons for flight delays.

Therefore, because model predictions are not 100% accurate, airlines and

airport operators, among others, will also need to use the experience gained

from previous cases to face different scenarios in order to be able to adapt to

sudden changes in the status of the flights in certain situations to meet the

needs of the travellers.
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