
 

 

JAN-MAGNUS JANSSONS PLATS 1, FIN-00550 HELSINGFORS, TEL: +358 (0)20 769 9699 FAX: +358 (0)20 769 9622 
 

www.arcada.fi 

 

 

 

THIS IS A SELF-ARCHIVED VERSION OF THE ORIGINAL PUBLICATION 

 

The self-archived version is a publisher‘s pdf of the original publication. NB. The self-

archived version may differ from the original in pagination, typographical details and 

illustrations. 

To cite this, use the original publication: 

Vetter, D., Amann, J., Bruneault, F., Coffee, M., Düdder, B., Gallucci, A., Gilbert, T.K., 

Hagendorff, T., van Halem, I., Hickman, E., Hildt, E., Holm, S., Kararigas, G., Kringen, P., 

Madai, V.I., Wiinblad Mathetz, E., Tithi, J.J., Westerlund, M., Wurth, R., Zicari, R.V., & Z-

Inspection® initiative (2022). (2023). Lessons Learned from Assessing Trustworthy AI in 

Practice. Digital Society, 2(3)  

DOI: https://doi.org/10.1007/s44206-023-00063-1 

 
 
 

All material supplied via Arcada’s self-archived publications collection in Theseus repository is 

protected by copyright laws. Use of all or part of any of the repository collections is permitted only for 

personal non-commercial, research or educational purposes in digital and print form. You must obtain 

permission for any other use. 

 



Vol.:(0123456789)

Digital Society            (2023) 2:35 
https://doi.org/10.1007/s44206-023-00063-1

1 3

ORIGINAL PAPER

Lessons Learned from Assessing Trustworthy AI in Practice

Dennis Vetter,  · Julia Amann, · Frédérick Bruneault, · Megan Coffee · 
Boris Düdder · Alessio Gallucci, et al. [full author details at the end of the article]

Received: 5 January 2023 / Accepted: 22 August 2023 
© The Author(s) 2023

Abstract
Building artificial intelligence (AI) systems that adhere to ethical standards is a com-
plex problem. Even though a multitude of guidelines for the design and develop-
ment of such trustworthy AI systems exist, these guidelines focus on high-level and 
abstract requirements for AI systems, and it is often very difficult to assess if a spe-
cific system fulfills these requirements. The Z-Inspection® process provides a holis-
tic and dynamic framework to evaluate the trustworthiness of specific AI systems at 
different stages of the AI lifecycle, including intended use, design, and development. 
It focuses, in particular, on the discussion and identification of ethical issues and 
tensions through the analysis of socio-technical scenarios and a requirement-based 
framework for ethical and trustworthy AI. This article is a methodological reflection 
on the Z-Inspection® process. We illustrate how high-level guidelines for ethical and 
trustworthy AI can be applied in practice and provide insights for both AI research-
ers and AI practitioners. We share the lessons learned from conducting a series of 
independent assessments to evaluate the trustworthiness of real-world AI systems, 
as well as key recommendations and practical suggestions on how to ensure a rigor-
ous trustworthiness assessment throughout the lifecycle of an AI system. The results 
presented in this article are based on our assessments of AI systems in the healthcare 
sector and environmental monitoring, where we used the framework for trustworthy 
AI proposed in the Ethics Guidelines for Trustworthy AI by the European Commis-
sion’s High-Level Expert Group on AI. However, the assessment process and the 
lessons learned can be adapted to other domains and include additional frameworks.

Keywords Artificial intelligence · Trustworthy AI · AI ethics · AI assessment · 
Z-Inspection®
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1 Introduction

The ever-growing capabilities of artificial intelligence (AI) systems have the 
potential to transform many parts of society. At the same time, the increas-
ing complexity of these systems makes it more and more difficult to determine 
whether their use improves or preserves the desired social outcomes. Another 
concern is how the adoption of these new algorithms and the lack of precise 
knowledge and control over their inner workings may impact the people that 
use them to support their decisions (AI HLEG, 2019; Bommasani et  al., 2021; 
Zicari et  al., 2021b). This leads to specific and mostly unintentional risks that 
are considered within AI ethics, and as a consequence, the quest for ethical and 
trustworthy AI has become a central issue for governance and technology impact 
assessments efforts in the last years when implementing AI systems (Bommasani 
et al., 2021). These efforts have resulted in the existence of nearly 100 high-level 
guidelines for the development of ethical AI (Datenethikkommission, 2019; 
Hagendorff, 2020; Jobin et al., 2019; Mittelstadt et al., 2016; Morley et al., 2021; 
Schiff et al., 2020; Zeng et al., 2018). However, at the same time, there seems to 
be a significant mismatch between the high-level ethical guidelines and practi-
cal implications for AI research and development, as there also is no shortage of 
reports describing unethical applications of AI (Angwin et  al., 2016; Hamilton, 
2018; Morley et  al., 2021; Thorbecke, 2019). One of the main reasons is that 
the current frameworks are very abstract, have limited practical application for 
researchers and developers, and offer only very few practical insights into algo-
rithms and AI systems (Bélisle-Pipon et al., 2022; Morley et al., 2021).

Z-Inspection® (Zicari et  al., 2021b) alleviates such limitations by offering a 
process to assess the trustworthiness of an AI system at any stage of its lifecy-
cle. The Z-Inspection® process was initially based on the Ethics Guidelines for 
Trustworthy AI, which were proposed by the European Commission’s High-Level 
Expert Group on AI (AI HLEG; AI HLEG, 2019) and are also currently used as 
the foundation of the requirements for AI systems under the upcoming AI Act 
(European Commission, 2021). Z-Inspection® is a holistic process for evaluating 
new technologies, where the ethics of specific use-cases are discussed by elabo-
rating socio-technical scenarios. In particular, Z-Inspection® can be used to co-
design, self-assess, or conduct independent audits of AI systems together with the 
stakeholders owning the use-case.

This article is a methodological reflection on Z-Inspection® by the origi-
nal developers and users of the Z-Inspection® process. It illustrates for both 
researchers and practitioners how the AI HLEG’s guidelines for trustworthy AI 
can be applied in practice. The reflections and recommendations are based on 
recent past assessments for trustworthy AI, primarily in the field of medicine, 
conducted using the Z-Inspection® process. In addition, we were also success-
ful in applying the process to assess a remote sensing system for environmental 
monitoring. Therefore, we are convinced that the process can also be easily used 
in other domains and adapted to other ethical frameworks.
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1.1  The EU Ethics Guidelines as a Framework for Trustworthy AI

We mainly base Z-Inspection® on the framework for trustworthy AI proposed in 
the EU Ethics Guidelines for Trustworthy AI (AI HLEG, 2019). It is important to 
note that, in these guidelines, trustworthiness concerns not only the development, 
deployment, and use of AI, but also the complete socio-technical systems involv-
ing the AI applications, which include, for example, also the humans, corporations, 
infrastructure, standards, or existing laws relevant to the use of the AI (AI HLEG, 
2019). Trustworthy AI is seen as a path to reap benefits in a way that is aligned with 
European foundational values of respect for human rights, democracy, and the rule 
of law. The guidelines propose that an AI system must respect all applicable laws 
and regulations, respect ethical principles and values, and be robust from a techni-
cal and social perspective. Furthermore, the guidelines define four ethical principles 
for trustworthiness: respect for human autonomy, prevention of harm, fairness, and 
explicability. Building on these ethical principles, the guidelines propose seven key 
requirements (each further subdivided into several aspects called sub-requirements) 
for the practical implementation of the ethical principles. These key requirements 
are (1) human agency and oversight; (2) technical robustness and safety; (3) privacy 
and data governance; (4) transparency; (5) diversity, non-discrimination, and fair-
ness; (6) societal and environmental well-being; and (7) accountability (AI HLEG, 
2019). While considering the seven requirements comprehensive, Z-Inspection® 
also proposed two new/additional requirements: (8) “assessing if the ecosystems 
respect values of Western Modern democracy” and (9) “avoiding concentration of 
power” (Zicari et al., 2021b).

1.2  Relevance, Challenges, and Limitations of the EU Framework for Trustworthy 
AI

The AI HLEG trustworthy AI guidelines were formulated as non-legal and non-
binding guidance to direct the development of AI towards the consideration of 
a wide range of ethical principles in a bid to balance innovation with safety (AI 
HLEG, 2019; Hickman & Petrin, 2021). Given the broad scope of AI systems and 
the fact that the definition of the term AI itself is still a matter of debate, the seven 
requirements laid out in the guidelines have not been anchored to a specific context 
(Zicari et al., 2021c).

In connection with the guidelines, the EU framework offers a static checklist and 
a web tool, the Assessment List for Trustworthy Artificial Intelligence (ALTAI) (AI 
HLEG, 2020; Insight Centre, n.d.), which is designed to enable self-assessment of 
the trustworthiness of AI systems. However, the ALTAI assessment provides no val-
idation of claims regarding trustworthiness and does not take into account changes 
in AI technology over time. In addition, due to its very broad and general nature, 
some of the questions and recommendations are likely to not apply to a specific AI 
system. For example, a large part of the questions regarding technical robustness 
is about the AI system’s resilience to cyber attacks, a part we found inapplicable 
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during our assessments, as the devices running the AI system were not connected 
to the internet. Another set of questions is concerning universal design and acces-
sibility. This is especially relevant if the AI system under assessment will be used 
by a variety of users with different backgrounds. However, the systems we had 
under assessment were mainly targeted at a small, homogeneous group of special-
ized users, which made the questions less relevant to our assessments. In addition to 
the inapplicability of some questions, recommendations such as “You should ensure 
that the AI system corresponds to the variety of preferences and abilities in society,” 
while useful points for consideration, are very abstract and it is not obvious how to 
implement them. Nonetheless, the ALTAI questionnaire can serve well as a starting 
point to identify areas on which future assessments should focus.

The AI HLEG trustworthy AI guidelines have also formed the foundation upon 
which a proposed AI Act has been built (European Commission, 2021). At the time 
of writing, the AI Act is not yet enacted, but as drafted it categorizes AI systems 
(defined broadly) into those that bear unacceptable risk, high risk, limited risk, and 
low risk (Madiega, 2022). While AI systems with unacceptable risks are prohibited, 
those AI systems categorized as high risk will need to address several requirements 
before being used or placed on the market. The requirements mentioned in the AI 
Act build on the AI HLEG guidelines, for example, transparency and human over-
sight (Mökander et al., 2022). Assessment as to whether those requirements are ful-
filled by specific AI systems will be carried out by any third-party bodies who are 
already responsible under pre-existing product safety legislation (such as the Medi-
cal Device Regulation (MDR) for any medical devices being brought to market in 
the EU) during the process of awarding the CE marking (European Commission, 
2021, art. 44; Mökander et al., 2022). Currently, the AI Act proposes that AI sys-
tems that are not subject to pre-existing legislation will need to have their conform-
ity with the requirements self-assessed by those responsible for it or by an inde-
pendent third-party auditor (European Commission, 2021; Mökander et al., 2022). 
However, while the AI Act is being developed, and probably even after its finaliza-
tion, there will still be aspects of AI systems that will not be covered by any law but 
need to be governed by ethics, including the central question for all AI systems, “is 
an AI system the most appropriate and ethical solution for the problem at hand?” 
High-level guidelines and principles alone do not guarantee the ethical use of AI. 
What is needed is a thorough reflection on the relevance and implications of ethical 
concepts and principles in the context of specific AI systems.

2  The Z‑inspection® Process to Assess Trustworthy AI in Practice

Despite the challenges and limitations of the Ethics Guidelines for Trustworthy 
AI, the underpinning principles are very useful in organizing a systematic assess-
ment of AI systems, especially compared to other guidelines which do not detail 
specific requirements. That is why we build on the four ethical principles and the 
seven key requirements for trustworthy AI in the Z-Inspection® process by apply-
ing them in practice. Implementing the EU guidelines and identifying potential ethi-
cal tensions and concerns which can affect the trustworthiness of an AI system in 
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a given socio-technical context require more than a one-size-fits-all approach. For 
a thorough consideration of the various aspects of a use-case and its subject area 
environment, independent interdisciplinary experts with specific knowledge bases 
relevant to the respective context are needed. We created a participatory process, 
called Z-Inspection®, to help teams of skilled experts assess the ethical, technical, 
legal, and domain-specific implications of using an AI product or service within 
given contexts (Zicari et al., 2021b).

The Z-Inspection® process offers a voluntary, non-binding assessment of poten-
tial ethical concerns and issues that may surface in the use of an AI system. It is 
designed to complement, rather than supplant, other assessments focused on the AI 
system’s compliance with relevant laws, standards, and regulations.

Z-Inspection® started as the university research project of a team of computer 
science researchers that were trying to use the EU trustworthy AI guidelines to per-
form an assessment of an actual AI system. While the researchers could assess the 
technical properties of the system, they were not equipped to assess the domain-
specific properties of the system, or sufficiently identify the ethical dilemmas or 
implications of issues they discovered. Therefore, domain experts, ethicists, and 
other use-case-specific experts were contacted to make their expertise available 
to the assessment process. In addition, a process was developed to streamline the 
collection of information, onboarding of team members, and identification of ethi-
cal issues. Today, the Z-Inspection® initiative consists of an international group of 
researchers and practitioners from many different areas that are all interested in ethi-
cal, societal, legal, and trustworthy AI. They either work on assessments as part of 
their research or volunteer their time. They do not receive compensation for their 
participation in the assessment, and there are no financial contributions from the 
stakeholders of the system under assessment to any participants or the initiative.

The process comprises three phases: (1) set-up, (2) assess, and (3) resolve. A 
schematic description of them is presented in temporal order in Fig. 1.

The set-up phase consists of the validation of several pre-conditions before 
the assessment starts including the legal admissibility and absence of conflict of 
interest, the setup of an interdisciplinary team of experts working together with 
the key stakeholders owning the specific AI use-case, and finally, the definition of 

Fig. 1  Z-Inspection® process flow chart describing the main steps of the set-up, assess, and resolve 
phases. In parallel to the phases, a log is kept in which the process and events of the assessment are 
tracked. Adapted from Zicari et al. (2021b)
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the boundaries and context where the assessment takes place. The assess phase is 
an iterative process that includes the creation and analysis of socio-technical sce-
narios, the identification of ethical issues and tensions, the validation of claims 
by providing evidence (if any), and the mapping to the EU trustworthy AI frame-
work using a mapping from “open to closed vocabulary” as a consensus-based 
approach. The resolve phase addresses the ethical tensions identified during the 
assess phase, here possible trade-off solutions are proposed, possible risks and 
remedies are identified, and recommendations are made to the key stakeholders. 
A detailed description of the three phases can be found in Zicari et al. (2021b).

The Z-Inspection® process can be applied to the entire AI lifecycle, typically 
including (1) design, (2) development, (3) deployment, (4) monitoring, and (5) 
decommissioning. In the design phase, the process can provide insight, adjustments, 
and recommendations on how to design a trustworthy system. During the develop-
ment phase, the process can be used to specify test cases, e.g., to verify the absence 
of certain biases, especially when requirements change or the original requirements 
from the design phase are refined. During deployment, the process can be integrated 
into the acceptance test if trustworthiness is a specified user requirement. It can also 
be used to provide recommendations for the mitigation of ethical risks and the han-
dling of potential tensions and trade-offs. Since AI systems evolve over time due to 
updated models, algorithms, data, or environments, the trustworthiness of a system 
needs to be assessed as a continuous monitoring process. The decommissioning of 
systems and replacement by other systems is a critical activity due to the required 
compatibility for other systems using the functionality of the soon-to-be-replaced AI 
system. Here, the protocols and logs (recording document) of the process over the 
full lifecycle of the old trustworthy AI system can facilitate the lifecycle of the new 
product.

Z-Inspection® uses a holistic, interdisciplinary, and dynamic approach, rather 
than monolithic and static ethical checklists. Using a holistic process means that 
the Z-Inspection® assessment brings different considerations together to provide an 
assessment of the system as a whole and as part of a functioning socio-technical 
unit. This interdisciplinarity ensures that a variety of expert methodologies, cul-
tural ontologies, and disciplinary interpretations are expressed while assessing the 
trustworthiness of an AI system. The holistic and dynamic approach determines 
which issues are central to the use-case at different stages of the process, and moves 
back and forth between intradisciplinary and interdisciplinary discussions of which 
aspects of the case are most significant. In this way, the process has a certain degree 
of plasticity, which means that its assessments will be tailored to the use-case at 
hand. It also means that the assumptions that guide the AI system’s creation and 
deployment—as well as the assumptions of the researchers conducting the Z-Inspec-
tion®—are exposed and evaluated during the inspection. Finally, the dynamic lens 
reflects the commitment to an ongoing and iterative investigation of the harms and 
benefits of a particular AI system. While each round of the Z-inspection® process 
is necessarily limited to a particular development phase, it provides space for par-
ticipants to openly reflect and document what is known (and unknown) about the 
system’s capabilities as a baseline for subsequent evaluations.
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3  Reflections on the Z‑inspection® Process

In the two  years since its initial inception, we have used Z-Inspection® to assess 
trustworthy AI for four healthcare use-cases, and an environmental monitoring use-
case, which included AI models in different stages of their development and with 
different requirements. This has provided us the opportunity to further improve and 
develop the initial Z-Inspection® process using complex real-world examples. Our 
previous collaborations include evaluating (1) a deployed AI pipeline estimating the 
risk of cardiovascular disease (Brusseau, 2020; Zicari et al., 2021b); (2) a deployed 
AI system for the detection of cardiac arrest in emergency calls (Amann et al., 2022; 
Blomberg et al., 2019; Zicari et al., 2021c); (3) co-design of a deep learning-based 
tool that helps dermatologists understand AI predictions of skin lesion malignancy 
(Lucieri et al., 2020; Zicari et al., 2021a); and (4) a deep learning-based system for 
support of radiologists in the pulmonary analysis of COVID-19 patients (Allahab-
adi et al., 2022; Signoroni et al., 2021). In the environmental monitoring use-case, 
the AI system was used to automatically monitor the health of heather fields via 
satellite images (Ministerie van Binnenlandse Zaken en Koninkrijksrelaties, 2022). 
All assessments were conducted as self-assessments together with the stakeholders 
owning the use-cases i.e., the ones responsible for the development and/or deploy-
ment of the AI system in their organization. In the rest of the paper, we will use the 
term use-case owners to refer to these stakeholders.

In the following, we will reflect on our use of the EU Trustworthy AI guidelines, 
lessons learned, and how involvement in these assessment cases helped us with 
improvements and refinements of the original Z-Inspection® process as introduced 
in Zicari et  al. (2021b)1. Therefore, the presented reflections and refinements are 
informed by the subjective experiences and opinions of the authors as academic 
researchers and participants in previous assessments. Due to the interdisciplinary 
nature of our assessment team with participants from areas such as computer sci-
ence, machine learning, and deep learning, healthcare ethics, AI ethics, healthcare, 
and policy and governance, we can include a multitude of different viewpoints. We 
developed the changes to the original process through internal post-hoc evaluations 
of previous assessments, interviews with external stakeholders of past assessments, 
and new ideas from participants during the assessments. We are only including 
changes whose usefulness we could verify in at least one other assessment. And 
finally, while our learnings were obtained during assessments of AI systems in the 
healthcare sector, we believe that our findings are general enough to translate well to 
other sectors. The refinements will be discussed in order of the different steps intro-
duced in the original process.

1 An extended version of this article is available in Zicari et al. (2022).
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3.1  The Set‑up Phase

3.1.1  Verification of Pre‑conditions

The first step of the assessment process is the definition of pre-conditions and 
boundaries of the assessments. The pre-conditions include information on who 
requested the assessment, what happens with the results of the assessment, 
whether important stakeholders will be left out of the assessment, or if the inspec-
tion will be revisited at a later date with potentially different participants. This is 
also the part in the assessment where it is clarified what intellectual property the 
use-case owner holds and how the assessment should work with it, as well as a 
discussion of possible conflicts of interest from the use-case owners. We found 
that initially establishing these pre-conditions helps in setting the expectations for 
the assessment from both the assessment team and use-case owners and it influ-
ences what experts will be needed. We also found that this is the right moment to 
discuss how to handle intellectual property from the use-case owners. Depend-
ing on the use-case, this could include requests for signing non-disclosure agree-
ments and restrictions to the information we could include in publications.

3.1.2  The Choice of Experts

The choice of experts required for each use-case has an ethical implication since 
the quality of the analysis and the results depend on the diligent selection and 
quality of experts. This includes the experts not being biased or in a position of 
conflict of interest. Domain experts may need to include several classes of exper-
tise and practice, especially as we found that AI systems often impact multiple 
categories of professionals and the impact on each of these affected groups can be 
different.

We also encountered cases where the design, implementation, and/or manage-
ment of the AI system, or at least of parts of the AI system, were outsourced to 
a third-party vendor. In such cases, we adopted the policies that the third-party 
vendor would not be part of the assessment team to avoid any conflict of interest, 
and the main use-case owners would need to declare that they do not have any 
involvement with the third-party vendor that could lead to a conflict of interest. In 
some cases, we additionally decided that the use-case owners agree to act as the 
sole communication channel with the third-party vendor so that no communica-
tion between the vendor and the assessment team is happening. We decided on 
these policies in particular after an assessment, where the AI system was already 
being sold as a commercial product. In that case, we deemed it too big of a con-
flict of interest for the original developers to participate in the assessment, as 
their interests, in addition to their concerns regarding their intellectual property, 
could conflict with that of the process.

Furthermore, over the course of our assessment, we found that we could group 
the participants of the assessment process into different roles with different respon-
sibilities towards the success of an assessment:
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1. A team lead to coordinate the process and manage the creation of reports,
2. A rapporter, who writes minutes, manages the meetings with stakeholders, and 

organizes provided information
3. Domain experts, ideally more than one, to assist inter alia with their knowledge 

of the problem domain, and to verify the problem specification of the task the AI 
system is aimed at solving,

4. Legal experts, ideally with a specialization in the problem domain as well as an 
understanding of the legal aspects of data protection and human rights, to give 
an early warning for possible liabilities and privacy or discrimination issues,

5. Technical experts, with a specialty in machine learning, deep learning, and data 
science to assess the technical dimension of the AI system,

6. Representatives of end-users, to include the perspective of users of the AI system,
7. Representatives of affected populations, as the users of the system and the people 

affected the most by the system can be different; in our assessments of AI systems 
in healthcare, this role was filled by patient representatives,

8. Ethicists/philosophers to help other team members identify ethical aspects, dilem-
mas, and tensions, and to give guidance towards possible solutions.

In addition to these required expertises, we found that legal experts specialized in 
the problem domain, social scientists, policymakers, and communication specialists 
can provide valuable input.

Team members should be selected based primarily on required skills and exper-
tise—availability, motivation, and interest in the case are essential but should not 
be the primary criteria for involvement. To ensure the quality of the inspection pro-
cess, it is important that all team members respect the specific areas of competency 
of each other. Once experts from all relevant areas are present, later additions to 
the team should be limited, or preferably avoided. We found that adding experts at 
later stages could lead to imbalances in the team’s viewpoints and destabilize the 
assessment workflow. However, sometimes specific knowledge requirements were 
only identified later in the process. In such cases, the addition of new expertise was 
important.

We also found it important to limit the number of team members to 10–20 
experts, as the team size correlates to the complexity of the AI assessment. In one 
use-case, we had a large team including over 40 interdisciplinary experts and we 
had to split the work into parallel working groups. In other use-cases, we did not 
have to split the work into parallel working groups since we had a midsize team 
including around 20 interdisciplinary experts. If the team is too small and it does 
not reflect the truly interdisciplinary nature of the assessment work, it will likely 
be incomplete. However, if the team is too big with too much overlap of knowledge 
and expertise, the assessment process may become cumbersome and delayed due 
to communication overhead. During the assessments, we learned that the most effi-
cient teams were the ones of small to medium size (i.e., 10–20 experts) that included 
experts from all fields involved. An efficient assessment team could consist of the 
following experts:

1 Team lead
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1 Rapporter
2 Use-case owners
3 Domain experts (i.e., general physicians, radiologists, …)
3 Technical experts
1 Representative of end users
2 Ethicists
2 Legal experts

The most important aspect is to include specialists from all fields. A larger 
span of domains provides various advantages since the team can draw conclu-
sions and analogies on a broader spectrum of real-world similar use-cases or 
problems. The benefit of having multiple experts from the same field on the 
assessment team is that they can provide vastly different perspectives, depend-
ing on their exact specializations and working conditions. For example, during 
our assessments of healthcare-related AI systems, we saw that different clini-
cians will work with different populations and can therefore have different con-
cerns regarding equity and diversity, and may recognize important gaps. In addi-
tion, different clinicians can have different appreciations of the measurements 
of the effectiveness of the AI system. For example, a general physician can have 
slightly different objectives and expectations from AI compared to a dermatolo-
gist. Finally, while there can be merit in having representatives of those who 
will be impacted by the AI, if, and how, to involve such end users in a self-
assessment process of an AI system requires further experimentation to allow 
for lessons learned.

3.1.3  Definition of the Boundaries

The set-up phase also includes the definition of the boundaries of the assess-
ment, taking into account that we do not assess the AI system in isolation but 
rather consider the social-technical interconnection with the ecosystem(s) where 
the AI is developed and deployed. Explicitly defining the boundaries helped us 
in keeping the assessment process focused by aligning on which parts of the 
system to include and which not, a decision that also heavily influences the con-
siderations of the later assessment (Dobbe et al., 2021). However, while keeping 
the assessment focused, it is at the same time important to expand the assess-
ment as far as feasible to reflect the inherent diversity in societies and the need 
for equity, particularly, for medical devices. The explicit definition of bounda-
ries also includes clearly recognizing and stating any limits of the assessment. 
In our experience, the aim of having a “trustworthy AI system” and the fact that 
our assessments are voluntary, non-binding self-assessments, contributed posi-
tively to the use-case owners’ interest in expanding the process beyond a narrow 
or compliance-based focus. Expanding the assessment as much as possible has 
the benefit that the ethical issues identified are more comprehensive and better 
reflect the ethical perspectives present in pluralistic and diverse societies.
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3.2  The Assess Phase

3.2.1  Analysis of Socio‑technical Scenarios

One of the specific aspects of the methodology involves using so-called socio-tech-
nical scenarios (Leikas et  al., 2019; Lucivero, 2016), in order to anticipate possi-
ble usage and problems of the system under review. The scenarios are built around 
experiences that result from the intended use of the AI system. A trustworthy AI 
assessment can not be performed on the technical components alone. What can be 
considered ethical or problematic strongly depends on the broader societal context 
where the AI system is used, with consideration of people, institutions, and cul-
tures (Chopra & Singh, 2018; Selbst et al., 2019). Anticipating different experiences 
helps with this, as one can then “look” at the situation from different points of view, 
highlighting different approaches and appraisals of the technology at hand and its 
usage implications. The team draws from their diverse experiences in technologi-
cal and ethical assessments to debate the specific context of the situation. This pre-
vents abstract opposition between general principles (Lucivero, 2016). By collect-
ing the relevant resources, a team of interdisciplinary experts creates socio-technical 
scenarios and analyzes them to describe the aim of the AI systems, the actors and 
their expectations and interactions, the processes where the AI systems are used, and 
the technology and the context (ecosystem). For past use-cases, the socio-technical 
scenarios were developed over a number of workshops, where the use-case owners 
presented the AI system to the assessment team and answered clarifying questions 
regarding system specifications, actors, and intended use. This way, the stakeholders 
and our interdisciplinary assessment team could develop a shared understanding of 
the objective of the system, its capabilities, and its limitations (Dean et al., 2021). 
We found it useful to collect a written summary of these workshops, a template 
structure for which can be found in Appendix 12. Team members are then encour-
aged to go through the materials again and ask questions in the document where 
they need additional clarifications from the use-case owners.

We found it important to differentiate between information provided by the use-
case owners and information provided by the assessment team. The information 
coming from the use-case owners is absolutely crucial to the process. However, we 
also observed tendencies of use-case owners to control a narrative about how the AI 
system would be used and affect users and subjects, even though they might not have 
had experience with larger downstream effects. Therefore it is important that the 
use-case owners produce precise, verifiable statements, “verifiable claims” (Brund-
age et al., 2020), on the capabilities of the AI system, for which they can show sup-
porting facts or evidence. This helps the team get an overview of the AI system’s 
actual capabilities and avoids speculation and analysis of hypothetical scenarios. 
This also includes “Concept Building” (Whittlestone et  al., 2019), where possible 
vagueness and ambiguities in the description of the AI system are addressed and 

2 The template and other resources developed for the assessments are also available on GitHub at https:// 
github. com/ denni srv/z- inspe ction- toolk it..

https://github.com/dennisrv/z-inspection-toolkit
https://github.com/dennisrv/z-inspection-toolkit
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clarified. This could be, for example, a focus on abstract concepts such as “fairness” 
without stating explicit definitions for this concept, or the use of domain-specific 
terms that might carry different meanings in other disciplines and might therefore 
be misunderstood by parts of the assessment team (Whittlestone et al., 2019). Sys-
tematic organization of evidence and concept building also benefits the use-case 
owners by showing them where the information they provide can be misunderstood 
and what kinds of evidence they need to produce, as well as a way to assess if the 
evidence they produce is sufficient. We found the Claims, Arguments, and Evidence 
(CAE) Framework (Bloomfield & Netkachova, 2014) useful for this organization 
process, as it provides detailed guidance on how to disseminate complex claims into 
easier verifiable ones.

However, we also learned that there may be tensions when considering what the 
relevant existing evidence to support a claim is, and when managing the different 
viewpoints between experts composing the assessment team. Opposite points of 
view regarding both the claims of what the AI system can do and the assessment of 
the issues it poses may both have good arguments in favor of them, and they might 
both be supported by peer-reviewed scientific literature. In such cases, both view-
points likely have their merits, and it is, therefore, useful to be aware of and articu-
late them both. Recognizing these disagreements can even lead to recommendations 
for the use-case owners on how they can mitigate potential risks or manage concerns 
in practice. We encountered one such disagreement during the co-design of a deep 
learning-based tool to help dermatologists detect malignancy in skin lesions (Lucieri 
et al., 2020; Zicari et al., 2021c). This disagreement between two valid expert opin-
ions and the open discussion around it helped the use-case owners re-evaluate and 
refine the main goal of their AI system. Managing different viewpoints also made 
evident that the process requires researchers to bring their own ideas and arguments 
to the discussion of aspects of the case while at the same time understanding that 
their input is a contribution to teamwork, not a matter of “winning the argument.” 
Having a team leader who is tasked, empowered, and capable of bringing the differ-
ent viewpoints together holds a space for dialog, and steering the processes toward 
the CAE approach is essential for the success of the assessment.

3.2.2  Identification of Ethical Issues and Tensions

Initially, the description of ethical issues and tensions was performed by an interdis-
ciplinary sub-team (Zicari et al., 2021b). However, in later assessments with larger 
teams and shared backgrounds between team members, we found it more success-
ful to separate the interdisciplinary assessment team into different working groups 
with a common background, for example, a working group of radiologists, one of 
machine learning experts, and one of the social scientists. This allowed for more 
efficient communication within working groups and a way to identify issues with the 
AI system from multiple perspectives (Allahabadi et al., 2022; Vetter et al., 2022; 
Zicari et al., 2021a, c).

Each of these working groups then analyzes the socio-technical scenarios and 
produces a preliminary report, independently from the other working groups. In 
this report, they summarize the potential problems they see with the system. This 
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allows the inspection work to proceed in parallel and also avoids cognitive biases 
while taking advantage of the different unique perspectives of experts from differ-
ent fields. The preliminary reports are then shared with the entire team for feedback 
and comments to allow a common insight into the viewpoints of experts from all 
fields. Based on this feedback, the working groups develop their final report, listing 
the identified ethical, technical, domain-specific, and legal issues they see with the 
system. We found it useful to include the use-case owners early in this identification 
phase, as their input on perceived issues was frequently needed. Furthermore, this 
helped to avoid that important evidence was being provided by the use-case owners 
only at the end of the assessment process.

With the exemplary team composition introduced in Sect. 3.1.2, the team could 
be split into four working groups: (1) domain experts and end-users, (2) technical 
experts, (3) legal experts, and (4) affected people. The use-case owners and ethi-
cists support the different groups by providing them with information as needed, and 
the project lead is coordinating information exchange. The domain experts discuss 
the domain-specific points of the AI system, such as the following questions: Is the 
problem the AI is trying to solve well-stated? Is it based on the most recent knowl-
edge? Do the outputs of the AI system reflect decisions a domain expert would 
make? Is the training data reflecting domain agreed relevance and soundness for the 
output sought? The technical experts focus on the implementation of the AI system, 
such as whether it uses state-of-the-art technology, whether the used datasets are 
large and diverse enough, and if the evaluation procedure is sound. The legal experts 
look at issues concerning privacy, data protection regulations, decision-making, and 
good administration, as well as other requirements, and the representative of affected 
people express all their concerns regarding the system, as these concerns will need 
to be addressed by the use-case owners in the future. In our past use-cases in the 
healthcare sector, the end-users could often be included with the domain experts, 
as the systems under assessment were often aimed at supporting specialists, so the 
domain experts and end-users were the same group of people or at least people of a 
similar background.

Since some experts in the assessment team may not have a background in ethics, 
we use a predefined catalog of ethical tensions as examples to help the identification 
of “issues” or to help articulate why and how, for example, technical issues could 
lead to ethical issues. Ethical experts in the group can then provide some additional 
feedback regarding the theoretical aspects of the discussion while participating in 
the assessments of the socio-technical scenarios. Specifically, we used the catalog of 
tensions defined by Whittlestone et al. (2019), namely:

Accuracy vs. fairness
Accuracy vs. explainability
Privacy vs. transparency
Quality of services vs. privacy
Personalization vs. solidarity
Convenience vs. dignity
Efficiency vs. safety and Sustainability
Satisfaction of preferences vs. equality
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In addition, Whittlestone et al. point out the three “conceptual lenses” of power, 
time, and locus, which can help with the identification of additional tensions: win-
ners versus losers, short-term versus long-term, and local versus global. For exam-
ple, an AI system might benefit a specific local population in the short term while 
penalizing the overall population’s well-being in the long run (Whittlestone et al., 
2019, p. 23).

Once the ethical tensions have been identified as part of the case study assess-
ment, the next question is how—if at all—these ethical tensions can be resolved. 
Thus, the next step in the assessment process consists in deciding which of the 
options is available to choose from. For example, in the case of an identified ethical 
tension between accuracy and fairness, whether to choose the option that maximizes 
the overall statistical accuracy of the system or the option that minimizes disparate 
impact on minority groups. In this step of the assessment, the distinction between 
true dilemmas, dilemmas in practice, and false dilemmas, as suggested by Whittle-
stone et al. (2019), proved to be very useful. The classification of tensions into one 
of these three categories was performed via group consensus and then later used to 
inform the recommendations given to the use-case owners (see Sect. 3.3).

3.2.3  Mapping of Ethical Issues to Trustworthy AI Requirements

The mapping of Ethical Issues to the Ethical Principles and Requirements for Trust-
worthy AI proposed in the EU Ethics Guidelines (AI HLEG, 2019) is an essential 
step of the Z-Inspection® process. Until this point, the issues found by the different 
working groups are described in an open vocabulary. However, as the experts in the 
different working groups do not necessarily have a background in ethics, the issues 
described so far are, for example, technical, social, or domain-specific issues. In the 
mapping step, these issues are mapped to the ethical principles, key requirements, 
and sub-requirements of the EU Ethics Guidelines for Trustworthy AI they are found 
to be in conflict with. This, in turn, helps the non-ethicists in the working groups 
to vocalize how, and why, a specific issue might manifest as an ethical issue that 
impacts the trustworthiness of the AI system under assessment. Table 1 below pro-
vides an example of such a mapping and the corresponding issue from (Allahabadi 
et al., 2022).

Table 1  Example of an issue and its mapping to the ethical principles (bold) and key requirements (ital-
ics) of the EU Ethics Guidelines for Trustworthy AI. Adapted from (Allahabadi et al., 2022)

Issue Low system transparency
Description It can be difficult to establish a link between input image and 

output severity score. The system is not easily explainable due 
to its many blocks and complexities

Mapping Respect for Human Autonomy > Human Agency and Oversight
Prevention of Harm > Technical Robustness and Safety
Explicability > Transparency
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An important lesson from the mapping process was that a mapping in terms of 
the four principles of trustworthy AI turned out to be too coarse, whereas mapping 
to the sub-requirements presented the group with a multitude of options and may 
make the mapping too difficult. Focusing the mapping on the seven requirements 
proved to be a useful conceptual middle ground for the mapping process. Addition-
ally, sometimes it is not obvious which of the ethical principles or key requirements 
best applies to an issue and multiple pillars or requirements can apply. Thus, the 
exact mapping of an issue strongly depends on the background of the person per-
forming the mapping. This demonstrates that experts from different backgrounds 
can shed light on different perspectives on the underlying issues. We consider this 
an advantage and a strength of the interdisciplinary nature of the Z-Inspection® pro-
cess. Another relevant strength of the Z-Inspection® process is that it can be used 
with any framework for trustworthy AI that proposes ethical values that AI systems 
should respect. Instead of the ethical principles and key requirements for trustwor-
thy AI proposed by the EU, the mapping could also be used to map the issues to 
the principles and values proposed in the UNESCO Recommendation on the Ethics 
of Artificial Intelligence (UNESCO, 2021) or the principles proposed in the OECD 
Recommendation of the Council on Artificial Intelligence (OECD, 2019). This 
allows the Z-Inspection® process to flexibly adapt to a variety of different contexts.

The mapping of issues is followed by a consolidation. The consolidation aims 
to produce one final list of issues that captures the findings of the different groups, 
as well as the related ethical principles and key requirements for trustworthy AI. 
For this, we established a separate working group, the mappers, that consists of 
members from every working group. The mappers identify overlaps in the issues 
described by the different working groups and their mappings.

However, this proved to be a non-trivial task. An explicit goal of the consolida-
tion phase is that the mappers should agree upon the final result. When the number 
of issues is relatively small (e.g., less than 10), it is feasible to consolidate them 
manually (Brusseau, 2020), and have these results evaluated by other experts. How-
ever, in one of the most complex use-cases we assessed (Allahabadi et al., 2022), 
we had a very large team of experts (over 40) who identified over 50 issues. Due to 
a large number of participants, the manual approach was not feasible, as it proved 
too demanding for a single person to be aware of all issues for consolidation. This, 
in turn, also made it difficult to get expert consensus, as we had no initial version 
to discuss, but only a large list of issues. We first tried to separate the issues into 
smaller groups according to the trustworthy AI key requirements they were mapped 
to. Still, we quickly found that this approach was not working well, as different WGs 
assigned similar issues to vastly different key requirements.

The main challenge was that the evaluation work was split into different 
working groups that often used different terminologies and jargons popular in 
their sub-fields, such as artificial intelligence, ethics, or medicine. This led to 
situations where the different working groups described, with free text, similar 
issues using different terminologies or from different perspectives. This made 
the consolidation task of mappers difficult since identifying overlaps between 
such issues was quite challenging. Indeed, performing the consolidation man-
ually was both cognitively challenging and time-consuming. Therefore, we 
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developed a natural language processing (NLP) tool to scan the issue descrip-
tions for semantic similarities and identify clusters of issues that describe simi-
lar problems. The identification of such clusters then helped us in managing the 
large number of issues and getting an overview of common topics between them. 
And while the result was not perfect, it drastically reduced the complexity of the 
mapping step. This in turn allowed for more active contribution and discussion 
by the mappers, who then produced the final consolidation of issues based on 
group consensus. (Vetter et  al., 2022). However, our experience with this AI-
supported approach is limited to one use-case. While the AI could support this 
case, where the number of issues was very high, we still consider the human 
component of the mapping process, which is based on group consensus, essen-
tial to our assessment.

3.3  The Resolve Phase

The resolve phase completes the process by addressing ethical tensions and by 
giving recommendations to the key use-case owners. The recommendations 
might, for example, concern appropriate use, remedies for mitigating risks, and 
the ability to redress.

One way in which trade-offs and recommendations have been developed in 
practice is through discussion in the working groups. To give an example, in one 
of the ethics working groups, we listed a set of concrete recommendations and 
our reasons for highlighting them. For instance, when considering the develop-
ment of an AI system during a pandemic, we must consider how to trade off 
standard procedures for securing informed consent against the need for speedy 
training of an algorithm. We found that it was recommendable that a policy was 
put in place making sure to protect patient rights during a pandemic, where very 
high societal costs are at stake, and such rights can come under pressure. This 
recommendation grew out of a more general discussion about ethical issues 
relating to the use-case. One of the main challenges here is how to motivate and 
engage with the main use-case owners to ensure that they act upon (some of) the 
given recommendations. This is an open area of practical research.

However, we also found that different types of tensions identified during 
the assessment phase can inform different recommendations. If a tension was 
identified as a true dilemma, the main recommendation to the use-case owners 
was to be aware of this dilemma and to openly communicate and motivate what 
trade-off they are pursuing. For dilemmas in practice, which are often technical 
in nature, the recommendations often concern technical aspects of the system. 
These recommendations can, for example, include additional data collection 
efforts, additional model validation efforts, or better ways for end-users to pro-
vide feedback to the developers. And finally, if a tension is classified as a false 
dilemma, this is because an option was found for the AI system where the norms 
or principles are not in conflict. In such cases, this third option is presented and 
recommended to the use-case owners.
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3.4  Monitoring AI Systems Over Time

It is crucial to monitor that the AI system that fulfilled the trustworthy AI 
requirement after its initial deployment continues to do so over time. Multiple 
factors can evolve, both regarding the AI system and in its use and context. For 
example, the learned model changes its behavior with updated training data or 
new data for inference, the software and hardware of the execution environ-
ment change, used machine learning libraries are updated, or the human deci-
sion makers are not using the AI system’s outputs as the AI engineers expected. 
Similarly, the decision-making processes or contexts where the AI system is 
deployed may change and there may be unwanted results from the use of the 
system. A system once considered trustworthy cannot be guaranteed to remain 
trustworthy for its lifetime, given the multitude of possible changes. It is also 
possible that the “ground truth” or “gold standard” changes if the knowledge in 
that field evolves. Therefore, when required, the resolve phase includes conduct-
ing a trustworthy monitoring of the AI system over time, which we call “ethical 
maintenance” (Düdder et  al., 2020). One initial benefit of this ethical mainte-
nance is consistently updated documentation about the deployed system reflect-
ing its current and past states. This regular documentation can also be beneficial 
during system maintenance and in the decommissioning phase when the system 
needs to be replaced or shut down (Gilbert et al., 2022).

4  AI Certification and Fundamental Rights Assessment

The certification of AI-based products and services is a growing need for com-
panies wanting to sell products in safety–critical areas (IEEE SA—The IEEE 
Standards Association, n.d.). A related requirement for assessment will likely 
soon be required under the forthcoming AI Act (Mökander et  al., 2022). Our 
process can assist in the certification process by providing a trustworthy AI 
assessment of company claims for the system, or by providing a structured pro-
cess for the companies to perform self-assessments of their AI systems. How-
ever, the Z-Inspection® initiative is not a certifying body under any jurisdiction, 
nor is the process aimed at compliance or complete in terms of certification. A 
fundamental rights assessment for AI systems used, or considered to be used, by 
the government (Gerards et al., 2022) has recently been proposed as a law by the 
Dutch parliament. Our process nicely complements such an impact assessment 
as a dynamic counterpart that helps verify claims and identifies ethical dilemmas 
and tensions from different interdisciplinary perspectives, and we are currently 
working on a pilot project in cooperation with the Dutch government where we 
combined the fundamental rights assessment with the Z-Inspection® process for 
an even more inclusive view on the ethical implications of AI systems (Minis-
terie van Binnenlandse Zaken en Koninkrijksrelaties, 2022; Z-Inspection® Ini-
tiative, 2023).
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5  Limitations

Z-Inspection® is a voluntary, non-binding assessment complementing audits for 
legal compliance and technical robustness. One inherent limitation of this pro-
cess is that its success depends on good-faith cooperation from the use-case own-
ers that go “beyond compliance” (Selbst, 2021). For our assessments, we rely on 
use-case owners to request an assessment, provide us with the relevant information, 
and implement our recommendations for mitigating the discovered ethical issues. 
Therefore, use-case owners could have incentives to ignore the results or to with-
hold relevant information to avoid negative results (Costanza-Chock et  al., 2022; 
Mökander et al., 2021). In a similar fashion, the process contains many subjective 
steps that depend on team members’ backgrounds, experience, and opinions, espe-
cially for the mapping and consolidation steps. And while this clearly adds value 
to our process, it bears the risk of falsely disregarding information, due to miss-
ing knowledge or biases in the assessment team (Costanza-Chock et al., 2022). One 
such area of missing knowledge is the lack of inclusion of experts on human behav-
ior, human–machine interaction, or user interface design in previous use-cases. The 
assessments surfaced ethical issues related to human behavior and the interaction 
with AI. Through the involvement of domain experts, experts on ethical dilemmas, 
and governance experts, human behavior issues were identified and highlighted, 
sometimes with recommendations for further assessment or study (Allahabadi et al., 
2022; Zicari et al., 2021c). However, considering the importance of this area, spe-
cific expertise in human behaviors and ethical dilemmas could provide valuable new 
insights for future assessment teams. Furthermore, future assessments of AI systems 
in healthcare would also likely benefit from including representatives of patients, as 
their trust in the system can also play a big role in its successful adoption. Another 
limitation comes from the fact that the assessment team consists of experts that 
volunteer their time and receive no compensation for their work in the assessment. 
And while such independent third-party assessments are highly desirable (Costanza-
Chock et al., 2022), this also imposes limits regarding the invested time and can lead 
to uneven contributions in both quality and quantity. We were experiencing these 
limitations during past assessments, where we were not able to perform potentially 
desirable tasks such as code reviews, security reviews, or red teaming exercises with 
the assessed AI systems due to the limitations in the availability of qualified experts. 
Overall, a successful assessment requires a balanced act and special effort to select a 
group of experts that are motivated, have the required knowledge, and are willing to 
contribute quality time (Mökander et al., 2021).

6  Discussion

When comparing Z-Inspection® with other frameworks for assessing trustwor-
thy or ethical AI, such as Independent Audit of AI Systems by Falco et  al. and 
ForHumanity (Falco et al., 2021; ForHumanity, 2021), Brown et al.’s framework 
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for ethical algorithm audits (Brown et  al., 2021), the Reviewability frame-
work presented by Cobbe et  al. (Cobbe et  al., 2021), Felländer et  al.’s DRESS-
eAI (Felländer et  al., 2022), or the capAI procedure developed by Floridi et  al. 
(Floridi et  al., 2022), multiple similarities arise. They all share the notion that 
the assessment should not only cover the technical parts of the AI system, but 
the complete socio-technical context where the AI is employed. In addition, due 
to the complexity and interdisciplinarity of these socio-technical contexts, AI 
assessments need expertise from a multitude of related areas, and the inclusion 
of a wide range of stakeholders is important. Special focus is also put on the need 
for “verifiable claims” (Brundage et al., 2020) and how to put forth and organize 
evidence for these claims. Furthermore, all frameworks are intended for assess-
ments during any stage of the AI lifecycle.

However, among these frameworks, Z-Inspection® is the least rigid. This has the 
downside that assessments with the Z-Inspection® process require familiarity with 
the process, as it does not provide explicit lists or surveys of common pitfalls or 
required evidence. At the same time, this also enables the Z-Inspection® process 
to dynamically react to context-specific assessment needs. Furthermore, the open 
approach of identifying issues and mapping them to ethical principles enables par-
ticipants from different domains to contribute, even without much prior knowledge 
of AI or ethics. In addition, the assessment process allows flexibility with regard 
to different sets of norms and values. While we were using the EU Trustworthy AI 
guidelines (AI HLEG, 2019), the principles and values presented in these guidelines 
are not directly part of the assessment process and can be exchanged for other values 
without changes to the assessment process and the process could also easily be used 
in different geopolitical areas of the world. One consequence of this, however, is 
that Z-Inspection® does not take a stance on rival theories of justice in the context 
of AI system development. Important philosophical distinctions, such as the tension 
between distributive justice (just outcomes) and procedural justice (just decision 
processes) (Colquitt & Rodell, 2015; Kordzadeh & Ghasemaghaei, 2022), are out 
of scope for Z-Inspection® as they deal in basic definitions of what is ethical or 
unethical rather than a method for enacting a given definition. Z-Inspection® could 
be used to support such a definition by applying it in the context of assessment. Fur-
thermore, as the Trustworthy AI guidelines include both procedural and substantial 
aspects in their definition of fairness (AI HLEG, 2019, p. 12), we could identify 
issues related to both principles in past use-cases. This included, for example, dif-
fering performance of the AI system for different sub-populations (Allahabadi et al., 
2022; Zicari et al., 2021a, c), or lack of informed consent from patients regarding 
the use of the AI system (Allahabadi et al., 2022; Zicari et al., 2021c).

Z-Inspection® puts the assessment of trustworthiness at its center, of which 
legal compliance is only one pillar. So while other dedicated auditing tools, such as 
capAI (Floridi et al., 2022), are better suited to assess compliance with legal regula-
tions, the Z-Inspection® process provides a tool for assessing how to make an AI 
more trustworthy. Z-Inspection® is also less suited for use as an internal contin-
uous auditing tool, a near-real-time support system for auditors that continuously 
and automatically audits an AI system to assess its consistency (Minkkinen et al., 
2022). Its role is much more comparable to that of a scientific peer review, where an 
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interdisciplinary group of external experts provides non-binding recommendations 
based on their analysis of the AI system, complementing other audits that ensure 
compliance with legal and technical regulations.

An important distinction, however, is that Z-Inspection® is not solely founded 
in theory, but mainly informed by practical experience. It was also already used to 
carry out multiple independent third-party assessments of real-world AI systems. 
Finally, the description of the process (Zicari et  al., 2021b), as well as extensive 
use-case descriptions, and the results of the assessments (Allahabadi et  al., 2022; 
Zicari et al., 2021a, c) are readily available as open-access peer-reviewed publica-
tions. This open availability of the assessment procedure, use-cases, and results of 
independent third-party assessments make it a valuable contribution to the growing 
literature on AI assessments (Costanza-Chock et al., 2022).

7  Conclusions

In evaluating specific use-cases, we developed Z-Inspection®, a participatory pro-
cess for the assessment of the trustworthiness of AI systems. The process begins by 
describing the tensions between ethical values using an open vocabulary and gradu-
ally narrows the options down to finally agree on the closed vocabulary description 
of an ethics framework, in our case the EU Ethics Guidelines for Trustworthy AI (AI 
HLEG, 2019). Our process allows for the inclusion of various experts from different 
backgrounds and provides a structured way for them to find an agreement on ethical 
issues with AI systems while also including their viewpoints.

While gaps in AI regulation remain, the Z-Inspection® process can provide 
important validation and ethical considerations in accordance with soft ethics guide-
lines that go beyond hard legal requirements. With increasing regulation efforts, the 
Z-Inspection® process will necessarily evolve alongside the regulatory environ-
ments, and once regulation is in place, the lessons learned from assessments with 
Z-Inspection® can assist AI systems developers and users in navigating the legal 
and ethical requirements. Overall, broad and interdisciplinary subject matter exper-
tise will be critical to making a valuable assessment of trustworthiness, something 
Z-Inspection® is able to efficiently provide, either in self-assessment or in supple-
ment to third-party assessments of bodies whose remit will be more focused.
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