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ABSTRACT 
 

In this thesis, a robot car platform was designed, which had the ability 
to visualize the 3D imaging data by analysing the signal from the 3D 
camera sensor. With the development in automobile engineering, it is 
necessary to produce such a robot car which can not only record 
geographic data but can also produce higher achievements in terms of 
data acquisition for data science.  
 
This robot car platform was to be equipped with a 3D camera sensor 
at the front of the model for collecting data. In addition, to test the 
program, a robot car was built with two layers. The top layer was 
designed to store the controller parts including microcontrollers and 
motor drivers and the bottom one contained the power supply for the 
system.  
 

Keywords Robot car platform, 3D camera sensor, microcontroller, data acquisition.  
 
Pages 37 pages 
 
 
 
 
 



2 
 

 
 

CONTENTS 

 

1 INTRODUCTION ........................................................................................................... 3 

2 THEORY ........................................................................................................................ 4 

2.1 Embedded system ............................................................................................... 4 

2.2 Programming background ................................................................................... 5 

2.2.1 Python ...................................................................................................... 5 

2.2.2 HTML ........................................................................................................ 6 

2.2.3 CSS ........................................................................................................... 6 

2.2.4 Javascript ................................................................................................. 7 

2.3 Electronics ........................................................................................................... 8 

2.3.1 Microprocessor ........................................................................................ 8 

2.3.2 Microcontroller ........................................................................................ 8 

2.3.3 3D imaging ............................................................................................... 9 

3 METHODOLOGY ........................................................................................................... 9 

3.1 Architecture ......................................................................................................... 9 

3.2 Testing model .................................................................................................... 10 

3.3 Electrical design ................................................................................................. 12 

3.3.1 Controllers ............................................................................................. 12 

3.3.2 Motor with encoder .............................................................................. 15 

3.3.3 SICK 3D camera sensor .......................................................................... 16 

3.3.4 Power supply ......................................................................................... 20 

3.3.5 Electrical wiring ..................................................................................... 22 

3.4 Programming ..................................................................................................... 24 

3.4.1 Reading data from 3D camera sensor ................................................... 24 

3.4.2 Server ..................................................................................................... 25 

3.4.3 Controlling motor .................................................................................. 29 

3.4.4 Visualizing data ...................................................................................... 30 

4 RESULTS ..................................................................................................................... 32 

4.1 Single 3D snapshot ............................................................................................ 32 

4.2 Multiple 3D snapshots ...................................................................................... 33 

5 CONCLUSION ............................................................................................................. 33 

REFERENCES .................................................................................................................... 35 

 
 
 

  
 

 
 



3 
 

 
 

 

1 INTRODUCTION 

The theoretical principle of this thesis project was mainly based on 
mobile robotics, specifically on the methods of controlling a robot’s 
movement and data visualization. Robotics is an industry which is a 
combination of three widely different fields: mechanical engineering, 
electrical engineering and software engineering. The aim of this 
modern industry is to exploit machines to substitute human labour in 
a variety of working environments. A robot is not only able to imitate 
human activities but can also execute multi-tasking, following the path 
of programming (Lima & Ribeiro, 2002). Mobile robotics produces 
mobile robots, which are robots that have the ability to travel around 
their working environment. A mobile robot is programmed and 
controlled by software and receives feedback signals from the 
environment by using some kind of sensors such as an encoder, an 
imaging sensor, an ultrasonic sensor, etc. Moreover, artificial 
intelligence can be applied into mobile robotics, which can support the 
robot to navigate its position. (mobile robotics, n.d.) 
 
Mobile robotics has a long period of development. In 1950, Grey 
Walter (UK, University of Bristol) developed a three wheeled mobile 
robot with a light sensor, touch sensor, propulsion motor, steering 
motor, and computer (Lima & Ribeiro, 2002). After that, in 1969, 
Shakey who worked in Stanford University, made the first mobile 
robot using machine vision for controlling. His robot could do multiple 
tasks such as: recognizing objects, finding the route to the targets and 
performing some interacting activities to obstacles. From 1993 to 
1994, The CMU Field Robotics Center (FRC) created a mobile robot 
named Dante II, which explored a volcano in Alaska. The Dante II has a 
tether cable attached on the rim, which supports it to move downward 
to sheer crater wall so that it can collect and analyse high temperature 
gases (Lima & Ribeiro, 2002). In 2003, NASA first launched a Mars 
exploration rover named Curiosity and it arrived in Mars in 2012. The 
most significant thing of this rover was that it has a radioisotope power 
system that generated electricity from the heat of plutonium's 
radioactive decay. Figure 1 shows the image of Curiosity (Greicius, 
n.d.). 
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Figure 1. NASA's Curiosity Mars rover (Greicius, n.d.)  

There are some challenges in controlling a mobile robot: 
- Mechanical challenges:  the robot needs an efficient mechanical 

system to move around the working environment. It is necessary 
to find the best solution that can reduce friction between 
components and consider the torque of motors to load the robot’s 
weight. 

- Electrical challenges: the power consumption of the robot must 
guarantee that the power loss will be decreased as much as it can. 
As the results, the robot can work with long life span and avoid 
being shut down suddenly. Besides, all of connections in electrical 
wiring must have protective switch to prevent devices being 
broken when executing multiple tasks. 

- Programming challenges: the software controlling the robot must 
have logical algorithms so that the robot can analyse the input 
signal correctly and giving the precise results. Furthermore, the 
programs must be also executed in real-time without any delay. 

2 THEORY 

2.1 Embedded system 

An embedded system is an integrated system. It is considered as a 
computer which is a combination of a mechanical or an electrical 
system (Barr & Massa , 1999). The main purpose of this system is to 
process the input and generate output. In the memory of an 
embedded system, an algorithm is built and stored to connect 
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between inputs and outputs (Barrett, 2009). Figure 2 shows the 
architecture of an embedded system. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Embedded system (Jonathan, 2000) 

To be a perfect embedded system, designers must consider these 
characteristics: reducing power lost and heat, reducing the dimensions 
without losing efficient, ability to work in multiscale of environment, 
and reasonable price for each unit. As the results, there is a limitation 
in processing resource and programming. To improve this limitation, 
the hardware must be built with an intelligence mechanism. The 
sensors and the network are also optimized to support managing 
resources. (Santiago, 2017). 

2.2 Programming background 

2.2.1 Python 

Python is a programming language which has three main 
characteristics: interpreted, object-oriented and high-level 
programming. The data structure of Python is built at a high level, 
which includes abilities of typing and binding dynamically. One of 
Python's advantages is that the syntax is not only simple and easy to 
learn but also readable. As a result, the cost of programming and 
maintenance can be reduced significantly. Developers can program as 
module programming or code reuse thanks to Python’s packages and 
modules. In addition, the source code and library of Python is fully 
opened and free of charge, which is attractive to the programmers for 
developing in variety of platforms. (Blurb, n.d.) 
 
Regularly, Python is one of the best choices for software developers 
because of its productivity. In comparision to C++, there is no 
compilation step so that it is fast for debugging, testing and editing 
code. When the interpreter discovers an error, it raises an exception. 



6 
 

 
 

If there is no caught exception, a stack trace is printed by interpreter. 
A source level debugger allows inspection of local and global variables, 
evaluation of arbitrary expressions, setting breakpoints, stepping 
through the code a line at a time, and so on. The debugger is created 
in Python, which the developer can also debug a program in an 
effective way by printing statements to the source. (Blurb, n.d.) 

2.2.2 HTML 

HTML is a programming language which is used for creating a website. 
Users can use the internet and a browser to access the website created 
by HTML. Similarly to Python, it is easy to code and powerful for web 
developers. HTML is designed and maintained by a company called 
“W3C” so that it is updated and upgraded regularly to adapt to the 
requirements and demands of Internet users. (Shannon, 2012) 
 
HTML stands for “Hyper Text Markup Language”. All the elements are 
defined the syntax and placement to build the structure of a website. 
There are some tags which provide the instruction for browsers to 
display the contents.  HTML tags are also used to make some external 
links to other website or document in both local network and 
broadcast network. (Niederst, 2001) 
 
The main function of tags in HTML is to illustrate the elements. Each 
HTML tag has its own attribute and it is typed between couple of angle 
bracket “<>”. The content inside those brackets is not shown in the 
browser. The name of each tag usually expresses the attribute of it. 
(Niederst, 2001). Figure 3 shows an example of HTML.  
 
 
 
 
 
 
 
 
 

 

Figure 3. Example of HTML (Jargon, 2017) 

2.2.3 CSS 

Cascading Style Sheets (CSS) is a style sheet language which has the 
ability to illustrate the presentation of a web page. The programmer 
can adjust the color, layout and font of the web page. Thanks to CSS, 
the web page can be responsive to many devices including large 
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screens, small screens or printers. CSS can be coded with any XML-
based markup language. With the independence to HTML, it is simple 
to remain sites, use style sheets across multiple environments with 
CSS. (web design, n.d.). Figure 4 shows an example of CSS code. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4. Example of CSS (CSS, n.d.) 

2.2.4 Javascript 

JavaScript is an object-oriented programming language which is 
lightweight interpreted. JavaScript provide executable contents which 
is expressed in the web page. Therefore, the website becomes more 
dynamically and controllable. (Flanagan, 1998) Besides, JavaScript is 
also a scripting language which contains a standard library such as 
Array, Date, and Math, and elements such as operators, control 
structures, and statements. (Javascript introduction, n.d.) 
 
With client-side JavaScript, user can control document appearance 
and content. This language has “write()” method to write the arbitrary 
HTML as document parsed by browser. Moreover, in JavaScript, 
developers can also specify color, background or hypertext link in web 
page. In addition, the behaviour of browser can be controlled by client-
side JavaScript. The object named “Window” allows users to display 
simple messages to get input from other users. Client-side JavaScript 
is also interacted with HTML form. (Flanagan, 1998) 
  
Besides, Server-side JavaScript provides an alternative to GCI script. It 
is embedded within HTML, which creates executable scripts to be 
intermixed with web content. When receiving a request from clients, 
the server run the scripts including document before returning the 
results to the one requested. To improve the speed of sending request 
from client, it is necessary to precompiled HTML files contained server-
side JavaScript to a binary form. (Flanagan, 1998) 
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2.3 Electronics 

2.3.1 Microprocessor 

A microprocessor plays an important role in a computer. It controls the 
computer so that it can execute ALU (Arithmetic Logical Unit) 
operations. The microprocessor has the ability to connect to other 
devices by some communications. There are three main parts which 
construct a microprocessor: ALU, register array, and a control unit. 
ALU controls arithmetical and logical operations on the data from the 
memory or input devices. Register array is a group of registers which 
is identified by letters and accumulator. The control unit manages the 
flow of data and instructions within the computer. The microprocessor 
follows a sequence: fetch, decode, and execute. (Microprocessor 
overview, n.d.) 
 
Firstly, memory stores the instructions in a sequential order. After 
that, those instruction are fetched, decoded and executed until STOP 
instruction is reached. Then, microprocessor transfers the output 
value which is binary form the output port. When processing data, the 
register can save the data temporally and ALU computes with variety 
of functions. (Microprocessor overview, n.d.) 

2.3.2 Microcontroller 

A microcontroller is an integrated circuit which is designed to do some 
tasks or provide some applications (microcontroller, n.d.). 
Microcontroller has three main parts: ALU, memory and 
communication. The ALU’s task is to perform arithmetic and other 
manipulations on data. ALU also must include read-only memory 
(ROM) and be non-volatile so that the program is remained even the 
power is off. The memory data of microcontroller can be random-
access memory (RAM). Besides, the communication of microcontroller 
contains input and output ports and they can receive digital or analog 
signal. Figure 5 shows the structure of a microcontroller. (Volosyak, 
2016). 
 
 
 
 
 

 
 

 
 

Figure 5. Structure of a microcontroller (Volosyak, 2016) 
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2.3.3 3D imaging 

With two eyes set apart, a human can sense the depth and vertical – 
horizontal information. Because the eyes are in two different position, 
they allow the human to view an object with different dimensions. 
After that, the vision from the eye is transferred to the brain. The 
dimensions that humans recognize in their vision from the brain 
combining disparate images into a whole is a phenomenon called 
parallax. Similarly, each time when 3D shooting, two lenses are used 
to capture different images which are offset to each other. As a result, 
3D images have twice as much information as 2D ones. The images are 
not only modified to display but also remained full of data. (How 3D 
Imaging works, n.d.) 
 
There are many applications of 3D imaging such as analysing, 
measuring, and positioning objects. 3D imaging can be collected by 
using active or passive methods. Active methods include time-of-flight, 
structured light, and interferometry, which demand filming 
environment with a high degree of controlling. Passive methods 
contain depth from focus and light field. In snapshot-based methods, 
the difference between two snapshots captured at the same time is 
used to calculate the distance to objects. It can be achieved by moving 
a single camera and using two cameras with identical specifications is 
more efficient. By contrast, time-of-flight method encoded 3D data 
into each pixel by measuring the time period between sending light 
beam and receiving it. Another effective method for producing 3D 
shape data is laser triangulation. In laser triangulation, a single camera 
is used to define height variations from laser patterns projected onto 
the surface of an object, then observes how those patterns move 
when viewed from an angle with a camera. 3D imaging can also be 
implemented in other ways depending on the project and technology 
available. (How 3D Imaging works, n.d.) 

3 METHODOLOGY 

3.1 Architecture 

A system architecture or systems architecture is the conceptual model 
that defines the structure, behaviour, and more views of a system. An 
architecture description is a formal description and representation of 
a system, organized in a way that supports reasoning about the 
structures and behaviours of the system. 
 
A system architecture can comprise system components, the expand 
systems developed, that will work together to implement the overall 
system. There have been efforts to formalize languages to describe 
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system architecture, collectively these are called architecture 
description languages (ADLs). Figure 6 illustrates the hardware 
architecture of the system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Architecture of hardware system 

According to Figure 6, data will be collected by the 3D camera sensor 
before being processed by Raspberry Pi. This computer will execute 
some programs to visualize the image that the 3D camera sensor has 
already collected. To control the movements of the car, user can use 
the user interface whose function is to send the commands to 
microcontroller - Arduino to adjust the speed and direction of the 
motors. The Arduino can also read the encoder value from hall sensor 
attached to the motor, which is used for angle calculation in data 
visualization. 

 

3.2 Testing model 

The testing model was designed as a two-floor car with the first floor 
as a battery storage and the second floor as a controller box. Figure 7 
shows the image of the testing model. 
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Figure 7. Testing model 

The model had two rotary wheels in the front and two normal wheels 
in the rear. With the rotary wheels, the car could turn by running the 
two rear wheels in the opposite direction. As a result, the equation (1) 
shows how to calculate the position of the car when moving which is 
also illustrated in Figure 8: 
 

Position = 

 cos (𝜑) −sin (𝜑) 0 𝑋
sin (𝜑) cos (𝜑) 0 𝑌

0
0

0
0

1 𝑍
0 1

  (1) 

 
+ 𝜑 is the angle of the car when rotating around Z axis (deg) 
+ X and Y is the position in x-y coordination (mm) 
+ Z car lower floor height (mm) 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 8. Rotation of the car 
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𝜑 =  
2∗𝑟∗𝑅𝑤

𝑅
∗ 360(𝑑𝑒𝑔)  (2) 

 
𝑑𝑖𝑠𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡 =  𝑅𝑤 ∗ 2 ∗ 𝜋 ∗ 𝑟 (mm) 

 
+ r : diameter of rear wheel (mm) 
+ R : distance between two rear wheels (mm) 
+ Rw: revolution of each rear wheel (round) 

3.3 Electrical design  

Electrical design is a procedure which contains a variety of work such 
as: planning, creating, testing, or supervising the development and 
installation of electrical equipment, including lighting equipment, 
power systems, power distribution, fire and life safety systems, 
electronic components, and voice and data communications 
infrastructure. In this embedded system, we designed the electrical 
system into three components: the power supply, the controller and 
the devices. 

3.3.1 Controllers 

a. Raspberry Pi 
 
The Raspberry Pi is a small computer which is designed in a simple 
architecture. It has ability to connect to other peripheral devices such 
as screen monitor, mouse or keyboard.  Users are easy to study how 
to code and develop software with raspberry pi because it supports 
variety of languages including Python, C++ or JavaScript. It can also do 
other activities which a normal computer is able to do such as Internet 
browsing, playing video, etc. (What is a Raspberry Pi, n.d.) 
 
However, there are some limitation when using Raspberry pi. Firstly, 
the memory of Raspberry Pi is only 1GB which is not large enough for 
developers who would like to develop some application required big 
data. Besides, the processor is not effective enough to update some 
modern software. As the result, some program cannot run in full speed 
as it should. (McManus & Cook, 2013). Figure 9 shows the image and 
datasheet of a Raspberry Pi. 
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Figure 9. Raspberry Pi model 3 B+ (Product briefs, n.d.) 

b. Arduino 
 
Arduino is a microcontroller board which is designed as a platform 
with simple hardware and software. Arduino can implement multiple 
tasks: reading inputs (button state, analog signal), turning to output 
(activating motor, LED) or releasing data online. Users can use Arduino 
IDE to start programming and uploading the code into the 
microcontroller with interactive interface. (Introduction, n.d.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 10. Arduino mega 2560 Rev3 (Arduino-mega-2560-rev3, n.d.) 
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c. Motor driver BTS7960 43A 
 
A motor driver works as a current amplifier which has ability to turn 
from a low-current control signal to a high-current signal that can drive 
a motor. The categories of motor are classified depending on the 
amount of voltage to be operated, the value of output current, 
percentage of power lost, packed methods and output quantities. 
(Motor driver, n.d.)  

 
The BTS 7960 is a fully integrated high current driver for motor. The 
operating voltage is 24V at maximum and continuous current is 43A, 
the range of PWM frequency limitation is 25 kHz. The most effective 
thing in this driver is that it is customized with protection 
characteristics:  
 

- Limit low voltage: the circuit will shut down when voltage is below 
5.4 volts. 

- Overtemperature protection: there is an integrated temperature 
switch which can shut down output when temperature reach to the 
limit (200oC). This advantage not only protect the driver but also the 
actuators connected to the output ports. 

- Current limitation: if the current approaches to the limit current 
(Iclx), one switch is turned off and the other switch is activated for 
a certain time (Tcls). (Rawashdeh, 2014) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

Figure 11. BTS7960 specifications (Rawashdeh, 2014) 
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3.3.2 Motor with encoder 

In this project I used a 12V motor which was assembled with a 
quadrature encoder. The motor has a 30:1 gear ratio and has 12 kg.cm 
torque value. The encoder of the motor is a hall sensor which has two 
channels (A and B) to measure the value of revolution of the motor. 
The total resolution of the encoder is 64CPR. Moreover, the motor can 
rotate up to 366 rpm in no load situation. (product, n.d.). Figure 12 
shows the image and the specifications of the motor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12. 12V motor with hall quadrature sensor encoder (product, 
n.d.) 

The encoder of the motor has two channels A and B to indicate the 
revolution of the motor. These channels’ phase is apart 90 degrees. If 
the motor run in counter clockwise, the channel A is 90 degrees faster 
than channel B and the opposite result happens when regulating 
counter clockwise. As a result, the user can define the direction of the 
motor by sensing change of pulse between channel A and B. Moreover, 
by counting the time of HIGH state and LOW state for each channel, 
the users can retrieve that data to calculate the rotation of motors. 
(quadrature encoder, n.d.) 
 
 
 
 
 
 
 
 
 

 

Figure 13. How quadrature sensor works (quadrature encoder, n.d.) 
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3.3.3 SICK 3D camera sensor  

In this project, I used the visionary-T 3D vision sensor from SICK.  The 
main function of this sensor is providing 3D snapshots in real-time. 
Based on time-of-flight measurement, the sensor can give depth data 
and the raw data is processed as some parameters depending on the 
purpose of usage. Visionary-T has high performance and visualization 
which is a good option for developing in robotics, vehicle and so on. 
Figure 14 shows the image of the sensor and Figure 15 shows 
specifications of one. (Visionary T, n.d.). 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 14. SICK visionary T V3S110-1AAAAAA (Visionary T, n.d.) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

Figure 15. Sick visionary T specification (Visionary T, n.d.) 
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The visionary T works followed principle of time-of-flight. The 3D 
camera sensor extracts beam of light to the object and receives the 
reflected beam. After that, it calculates the time of the process and 
return the value of distance. Figure 16 shows the process of send and 
receive the signal from the sensor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 16. Sending and receiving signal of Visionary – T (Intelligence, 
n.d.) 

When sending the signal, the sensor creates multiple frames which are 
divided into small pixels. The size of frame is 176px*144px. For each 
frame, the distance from the plane of sensor to each particle of object 
will be calculated by the following equation: 
 

Distance plane to object =  
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑇𝑜𝐹)

cos (𝛼)
  (3) 
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+ α: the angle between light beam and the frame 
+ OH: distance of sensor plane to the object 
+ OP: distance ToF 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 17. Projection of points in frame 

In processing data of Visionary-T, there are two types of connection: 
streaming and control, which is shown in Figure 18. Streaming data 
allow device to send out cyclic data as known as blobs (binary large 
objects). These blobs contain distance, intensity and confidence maps 
as well as camera parameters. For the control communication, the 
sensor is able to read variable or execute some methods. (CID 
Visionary-T AG) 
 
 
 
 
 

 

Figure 18. Visionary T communication (Communication interface 
description) 

 
 
 
 

 
 
 
 

Figure 19. Streaming data (Communication interface description) 
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To execute some method of sensor, the user must program application 
which can send the binary telegram sequence to the sensor. Figure 20 
shows the principle of binary telegram sequence. 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 20. Principle of binary telegram sequence (Communication 
interface description) 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 21. Telegram example (Communication interface description) 

 
 
 
 
 
 
 
 
 

 
 

Figure 22. Extracting data from blob format (Communication interface 
description) 
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3.3.4 Power supply 

Power supply plays an important role in an embedded system. If the 
power system cannot supply enough power, the car cannot work for a 
long time and other devices can be shut down immediately, which can 
cause some errors of those devices. In this platform, there are three 
solutions to build the power supply system: 
- Controller, motor and sensor used the same power source: In this 

case, two 12V batteries are connected to create 24V source for 
the sensor. With this solution, the power supply of the system will 
be synchronous, which means all devices will be concurrency ON 
or OFF. There is one disadvantage when using same power supply 
for all devices is that each device (except 3D camera sensor) is 
required a voltage regulator (Raspberry pi, arduino  – 5V  and 
motor – 12V). 

- Controller, motor and sensor used separated power source: In this 
case, one 12V battery is used for motors. The other 12V battery is 
used for the 3D camera sensor together with a boost converter 
step up power. In addition, the raspberry pi and Arduino are 
connected and use an extra 5V battery. In this solution, the safety 
standard is guaranteed because those devices have different 
power consumption and operating voltage level. As the result, 
there is no over voltage or current situation in this solution. In 
contrast, the weight of car is increased and those devices cannot 
work synchronously because of different battery’s capacity. 

 
Considering safe and power efficiency, the second solution is more 
suitable for the car platform. For the raspberry pi and Arduino, Figure 
23 shows the image of battery with expansion board. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 23. Maker Hawk raspberry pi expansion board power pack with 
Lithium Battery (B077M59T75, n.d.) 
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Figure 24. Marker Hawk expansion board power pack specifications 
(B077M59T75, n.d.) 

The advantage of using this battery kit is that it is easy to connect to 
the raspberry pi because of USB connection and the battery can be 
recharged. Moreover, it is customized with a switch so that users can 
shut down the raspberry pi immediately when hazardous accident 
happens.  
 
Power supply for the motors is a 12V battery. Figure 25 shows the 
image and specification of the battery. 
 
 
 
 
 
 
 

 
 

Figure 25. Exide lithium – ion battery (Exide Litium akku 12V ELTZ14S, 
n.d.) 

With the 3D camera sensor, the operating voltage is 24V so that a 
boost converter must be added to supply enough power for the 
sensor. Figure 26 shows the image and specifications of the boost 
converter. 
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Figure 26. DC-DC boost converter 10-32V to 12-35V step up adjustable 
power supply 150W (B00HV43UOG, n.d.) 

3.3.5 Electrical wiring 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 27. Device connection 
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Figure 28. Electrical schematic 

Table 1.  IO controllers board connection 

 
 

Battery Raspberry 
Pi 

Arduino  Motor 
driver 
left 

Motor 
left 

Motor 
driver 
right 

Motor 
right 

 USB port Serial port     

  5V Vcc  Vcc  

  R_EN  R_EN  

  L_EN  L_EN  

   4  4 

  10 LPWM    

  11 RPWM    

  13   RPWM  

  12   LPWM  

5V Micro USB      

12V   B+  B+  

-12V   B-  B-  

   M+ 1   

   M- 2   

  3  5   

  5  6   

  GND GND 3 GND 3 

     M+ 1 

     M- 2 

  2    5 

  4    6 
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Table 2. 3D camera sensor connection 

3.4 Programming 

Programming is an important step when controlling the robot car 
platform. In this thesis, there are four main programs which not only 
communicate between users and the robot but also control devices of 
the platform. 

3.4.1 Reading data from 3D camera sensor 

The program which transfers data from the sensor to the raspberry pi 
names “readData.py”. The program is divided into 3 parts: initializing 
socket connection, setting user level and reading data. For this 
program, there are two library which can be used: “Device.py” and 
“Data.py”. 
 
Figure 29 shows the code of initializing socket connection. Before 
running this program, the sensor must be configured in SoPAS to 
define the ip-address. In this case, the ip-address is “169.254.0.123”.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 29. Initializing socket connection 

Battery Raspberry Pi DC-DC boost 
converter 

3D camera sensor 

12V  IN+  

12V-  IN-  

  OUT+ 2 

  OUT- 1 

 Ethernet port  Gigabit ethernet 
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In the second step, the user need to login to the system and set the 
level of user. After that, the sensor can start collecting and streaming 
the data to the controller. Figure 30 illustrates the codes to log in and 
streaming the data. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 30. Login and streaming data 

If there are any interruptions when generating program, there are 
three commands which will be execute to close and log out of device. 
Figure 31 shows the exit step of the device. 
 

 
 

Figure 31. Exit the program 

3.4.2 Server 

This robot car platform is controlled by mobile devices with wifi signal. 
There are some advantages of using wifi signal: 
- The robot car can work from any location that it can receive the 

signal 
- It is easy to set up and configure  
- The wifi signal can be expanded depending on the space 
- The user can access even moving around the working 

environment 
 
However, there are some disadvantages of using wifi to control the 
robot: 
- The speed of signal is slow 
- The wifi signal is weakened when the robot passing through a wall 
- High risk of security must be considered. (Shrestha, 2017) 

 
To control the robot car by using wifi, a web server must be created. 
In this case, Node.js is a suitable and effective tool to do this task. 
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Node.js is a JavaScript runtime which is created on Chrome's V8 
JavaScript engine. Node.js is efficient because of using an event-driven 
and non-blocking I/O model. Figure 32 shows the controlling server for 
the robot platform created by Node.js. 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 32. Creating controlling server for robot platform 

According to Figure 32, the server renders the file named “index.html” 
as user interface. To view the information of the robot platform and 
control it, users can access to the address “raspberrypi.local:8080” and 
the web browser will show an image as Figure 33. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

Figure 33. User interface  
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As Figure 23, there are four main tabs: Introduction, component, 
control and map. In the introduction tab, the purpose of the robot car 
is defined and the user can also see three picture of the platform. In 
the  component tab, users are able to see all of the components which 
are assembled in the car. If the users click on each image of 
component, a product’s link will be automatically opened and they can 
check all the datasheet. In addition, the control tab shows four button 
of direction to control the car. Figure 24 shows the image of 
component tab and control tab. 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 34. Component tab and control tab 

 
To send the controlling requests from the user to the car, it is 
necessary to use websockets to implement. WebSockets is a 
bidirectional communication technology for web applications. Its 
function is to operate over a single socket and to be exposed via a 
JavaScript interface in HTML 5 compliant browsers. If Websockets is 
connected with the web server, users can send data from browser to 
server by using a “send()” method, and receive data from server to 
browser by an “onmessage” event handler. In this platform, I used 
websockets to send the data from the 3D camera sensor and adjust 
the direction of the car. Figure 35 and Figure 36 show how to configure 
a web socket to send and receive data. 
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Figure 35. HTML and Node.js server send and receive direction request 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 36. Python and HTML send and receive sensor data 
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3.4.3 Controlling motor 

According to “Arduino” part in methodology, the main function of the 
microcontroller board is to control the speed of motor and read the 
encoder. Figure 37 shows the code of controlling direction of motors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 37. Controlling motor in Arduino 

In the program of Arduino, encoder value is decoded by those 
command which is shown in Figure 38. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 38. Decode the encoder value 
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According to the code in Figure 8, the Arduino counts the ticks of each 
channel A and B of the encoder by using the interrupt pins. The total 
of number of time which pulse of channel A and B are in HIGH and 
LOW state is indicated by variable “leftCount” or “rightCount”. As the 
datasheet of the motor, the count of each resolution of encoder is 64 
CPR and the gear ratio is 30:1. As the result, the angle of the motor is 
calculated as function (4): 
 

 Angle =  
64∗30

2
∗

1

360
 (𝑑𝑒𝑔)  (4) 

 
After collecting the encoder data, Arduino sends the values to server 
by following commands which are shown in Figure 39. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 39. Sending encoder data to server 

3.4.4 Visualizing data 

To visualize the position of particles which 3D camera sensor collected, 
there are three main steps: calculating the parameter X, Y and Z of 
each particle, navigating the position of the car and rendering the data. 
In the first step, according to the principle of 3D camera sensor, the 
distance from the sensor plane to the particle is calculated by function 
(3). Figure 40 shows the code applied the function. 
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Figure 40. Calculating the position of particle  

In the second step, because the car moves around the working 
environment, the position of particles will be changed as the 
displacement and rotation of the car. As the result, the matrix of 
particles’ position must be multiplied with the matrix of rotation and 
displacement followed by equations (1), (2) and (4). Figure 41 shows 
codes calculating final position of the particles. 
 
 
 

 
 
 

 
 

Figure 41. Calculating the position of particle with displacement and 
rotation of the car 
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Finally, data is rendered by following commands in Figure 42 
 
 
 
 
 
 
 
 
 

 

Figure 42. Rendering data 

4 RESULTS 

4.1 Single 3D snapshot 

In the map tab, the data of the particles’ position is visualized. Figure 
43 and Figure 44 show two images of one position. The first image was 
taken by a mobile phone and the second image was taken by the 3D 
camera sensor. 
 
 
 
 
 
 
 
 
 

 

Figure 43. Scene taken by mobile phone camera 

 
 

 
 
 
 
 
 
 

 

Figure 44. Scene taken by the camera 
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In the Figures, it can be seen that the second image shows a good 
resolution and the density of points is thick enough to recognize the 
objects in the scene (a table, chairs). However, with a wide range of 
angle, there are some particles missing. The limitation of the sensor is 
around 120 degrees at a maximum in a horizontal plane. 

4.2 Multiple 3D snapshots 

In this task, the car turned around 360 degrees and each time when it 
stopped, it captured the image of the opposite object. The result is 
shown in Figure 45. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 45. Scene in 360 degrees 

The image shows the scene around the car and it can be seen that 
there are some empty spaces which the sensor could not reach. The 
disadvantage when controlling the car is that the encoder could not 
work accurately. As a result, the positions of some particles in the 
image were not correct. Moreover, because the number of points 
increased, the map was loaded slower and it was difficult to change 
the view of the map. 

5 CONCLUSION 

The robot car performed good movement when controlling its 
direction. The images of 3D snapshots were clear enough for viewing 
with small spaces. The advantage of this platform is that it can be used 
in vehicle industry where the developer can use pixel data from the 
sensor to program and manage groups of cars. In addition, this 



34 
 

 
 

visualizing software can be applied to a working environment where 
there is a need to test and detect the geography as well as navigate.  
 
However, there are some disadvantages with the program: 

- The time of code execution is slow because of using high level 
languages such as JavaScript or Python. 

- The library of rendering the data should be changed to optimize the 
time of rendering because of the limitation of the Raspberry Pi 
memory. 
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