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Abstract 

Recent developments in computing and wireless technology have opened up new 

technologies for the future of mobile networking. The advent of mobile networking 

has lead to popularity of Mobile ad hoc network(MANET) over the decade, it have 

has drastically increased because of their network dynamic nature, sometimes 

rapidly-changing, multi-hop technologies which are likely composed of bandwidth 

consisting of wireless links. 

 

A MANET is a network built on multi-hop where nodes can move freely in the 

topology. The network operate based on no infrastructure and can work as fast as 

possible in any environment. The optimized link state routing protocol (OLSR) is a 

the protocol for route management for such mobile ad hoc networks. 

 

OLSR operates on the link state algorithm that maintain topology information of the 

network at each node by employing periodic exchange of messages because of the 

proactive or table-driven nature of the protocol. The process of optimization on 

OLSR in a pure link state protocol combines the size of information sent in the 

message which, is followed by flooding these message in the network into order to 

reduces the number of transmission. 

 

The thesis is based on research of wireless mesh network using OLSR as the 

routing protocol through the network. 
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1 INTRODUCTION 

The trend of communication nowadays has moved from the traditional mobile 

network to mobile ad hoc network and this has changed our way of life to be more 

sophisticated. Most people use smartphones, iPad and tablet device as means of 

communication, these gadgets can serve as a stand-alone network on their own and 

it also a better alternative when the infrastructure networks are not safe. 

In contrast, traditional mobile networks which are dependent on pre-existing 

infrastructure for connectivity while ad hoc network are formed without the use of any 

central administration but each host relies on each other to keep the network 

connected (Imrich et al 2003). The benefit of mobile ad-hoc networking is the ability 

to support robust and efficient operation in wireless a network, by intergrating routing 

functionality into mobile nodes. Thus, the moble ad-hoc network provide a solution to 

stay connected anywhere to a network which has made it an integral part of mobile 

technologies. 

 

The first part of thesis will concentrate on the fundamentals of the mobile ad-hoc 

network, different types of mobile ad-hoc network, mode of operation of some ad-hoc 

network and the process on small and large network. In the second part, 

demonstrate how to deployed the Optimized Link State Routing Protocol behaviour 

in a small network topology will be established. 

 

 

1.1 History of Mobile Ad hoc Routing Protocol 

Ramramnatha et al, (2002) described briefly the history of mobile ad hoc as a new 

technology and it origin can traced back to the Defence Advance Research Project 

Agent (DAPRPA) funded by the U.S government for military research. Under the 

research concept, packet radio networks (PRNET) were achieved in 1972 which 

were later developed into the survivable adaptive radio networks (SURAN). In 

“Computing Unplugged Magazine Humayun Bakht”  explained the whole life cycle of 

an ad-hoc network which can be classifed into first, second, and third generation.  
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1.1.1    First Generation 

The first generation came to limelight back in 1972, the packet radio network was the 

first technology invented, as the technological development grew, it combined the 

area location of hazardous atomsphere (ALOHA) and the carrier sense medium 

access (CSMA) to form the basis of medium access control and distance-vector 

routing. It was used as a trial for isolated or military environment. The network made 

used of a technology called radio frequency to transmit and receive data. 

1.1.2 Second Generation 

The second generation actually started in the 1980s with the SURAN (surviable 

adaptive radio networks) program as an improvement on the first generation. The 

technological improvements have made it portable, less expensive and more secure 

to electronic attacks. The aim of this program is to provide packet switched 

networking in an absent infrastructure mobile battle environment. The continuity for 

further research brought about the GloMo (global mobile information system) project 

and NRDR (near-term digital radio) that provide easy access to service and user 

friendly ethernet-type multimedia connectivity anywhere and anytime in handheld 

wireless mobile devices or gadgets. 

1.1.3 Third Generation 

Laptop computers, palmtop computer, personal digital assistance and other mobile 

communication equipment invention made the concept of commercial ad-hoc 

network to become a reality in the 1990s. Due to these innovations, the idea of a 

collection of most mobile gadget was proposed. The proposal led to its adoption by 

the IEEE 802.11 subcommittee which brought up the idea of deployment of ad-hoc 

networks and other applicable fields. 
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2 MOBILE AD HOC NETWORK 

The MANET network is based on the autonomous transitory of mobile node and 

these nodes communicate with each other over a wireless link. When the nodes lie 

in close range within each other, communication is direct and they are responsible to 

discovering each other dynamically as shown in Figure 2.0. The mobile ad hoc 

network basically does not rely on a fixed infrastructure for its operation in contrast to 

infrastructure wireless networks where each user directly communicates with an 

access point or base station (Basagni 2003) Intermediate nodes act as routers to 

ensure consistent communication between nodes that are not directly within each 

other’s send range, that relay packets generated by other nodes to their destination. 

Some of the constraints and characteristic of MANET network as listed by Jeroen 

Hoebeke et al (2004) are as follows: autonomous and infrastructure-less, multi-hop 

routing, dynamic network topology, device heterogeneity, energy constrained 

operation, bandwidth-constrained variable capacity links, limited physical security, 

network scalability, self-creation, self-organization and self-administration. Andreas 

Tonnesan (2004) explained that the “ad-hoc mode is obviously the mode to use 

when setting up a MANET, but it lacks one basic requirement: multi-hop. Traffic is 

only transmitted to neighbors within radio range when using the ad-hoc mode, 

therefore, there is a need for MANET routing protocols to set up and maintain traffic 

paths”. 

                         

Figure 2.0. A Mobile Ad-hoc Network  

(http://www.ece.iupui.edu/~dskim/manet/images/adhocnet.gif) 
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2.1.1 Wireless LAN 

Wireless mobile ad-hoc network functions on any wireless network interface based 

on any IEEE specification 802.11a, 802.11b or 802.11g. Ad-hoc network nodes can 

also make use of any of these Wireless LAN interface without restriction to any 

hardware. The IEEE 802.11 has two modes for Wireless LAN devices and does not 

support multi-hop communication with itself as shown in Figure 2.1 The ad-hoc mode 

also knows as IEEE Ad-hoc mode is a configuration based on (IBSS) Independent 

Basic Service Set as shown in Figure 2.2.  

The Independent Basic Service Set (IBSS) network topology that include nodes or 

wireless device that interact with each other based on peer-to-peer technology 

without any controlling access point or connection to the wired network and “it is 

useful for establishing a network where wireless infrastructure does not exist or 

where service are not received or required” (Sroka 2011). 

 

Figure 2.1. Conventional base station compared with ad-hoc multi-hop network 

(www.linuxdoc.org) 
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Fig 2.2: Independent Basic Service Set (IBSS) topology (Sroka 2011) 

The infrastructure mode is a wireless network that consist of at least one access 

point connected to the wired network with a set of wireless nodes. This configuration 

is on Basic Service Set (BSS). The Extended Service Set (ESS) is a set of two or 

more BSSs (multiple cells). The infrastructure mode structure is based on an 

architecture of these following devices: (1) an access point and (2) a set of wireless 

nodes. The infrastructure mode wireless networking device (Access Point) that joins 

set of wireless nodes to a wired network is a configuration based on the basic 

building block of an 802.11 wireless LAN called the Basic Service Set (BSS) as 

depicted in Figure 2. However, if it involves a set of two or more BSSs (multiple cells) 

in a network it is referred to as Extended Service Set (ESS) as shown in Figure 2.4. 

 

 

 Fig 2.3. Basic Service Set (BSS) topology or network (Sroka 2011)  
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     Figure 2.4. Extended Service Set (ESS) topology or network (Rafal Sroka, 2011)  

2.1.3 Fundamentals for the Mobile Ad Hoc Networks 

MANET characteristics can be divided into the four major and four minor as shown in 

Figure 2.5. The four major characteristics are referred to as self-CHOP . ( Misra et al, 

2009, 28-29). CHOP: stand for C - Configure, H - Heal, O - Optimized, P - Protect  

Major Characteristics 

a. Self-Configure is the ability to adjust or survive dynamically to changes in the 

environments or higher performance. 

b. Self-Heal is the ability to discover, diagnose,  react to disruption and 

automatically correct faults. 

c. Self-Optimize is the ability to monitor its components and fine tune resoures 

automatically to optimized their performance. 

d. Self-Protect is the ability to anticipate, detect, identify, and protect itself from 

threats in order to maintain overall integrity. 
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Minor characteristics  

a. Self-aware is the ability to know its components, resources and relations 

b. Self-adapt is the ability to adapt its behavior to a changing environment, 

generating methods on how to interact with neighouring systems and identify 

the environment automatically. 

c. Self-evolve is the ability to implement open standards and generate new 

plans. 

d. Self-anticipate is ability to anticipate the requests for resources from the users 

without involving them in the complexity of its functionality. 

 

 

 

 

  Self-configure 

Self-heal 

Self-optimize 

Self-protect 

Self-aware 

Self-adapt 

Self-evolve 

Self-anticipate 

      Functionality 

Reliability 

Usability 

Efficiency 

Maintainability 

Portability 

Figure 2.5. Characteritics of Mobile Ad-hoc Network (Misra et al 2009, 28-29) 
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3 MOBILE AD HOC NETWORK ROUTING PROTOCOL 

Padmavathi et al (2010) explained that “the purpose of routing is the exchange of 

messages from one source to a destination for maintaining effective communication 

between distinct nodes”. Aishwarya et al (2010) stated further that “Routing protocol 

not only discovers network topology but built the route for forwarding data packets 

and dynamically maintains routes between any pair of communicating nodes. 

Routing protocols are designed to adapt frequent changes in the network due to the 

mobility of node”. However, Wanning (2009) summarizes routing protocol as “the 

technique of finding, maintaining multi-hop paths. An ad-hoc network node requires a 

routing protocol that deals with the changes in topology that the node mobility may 

cause.” 

 

3.1.     Types of Mobile Ad hoc Network Protocol (M ANETs) 

MANET can be classified into three main categories according to their functionality. 

These are: On-Demand (Reactive) Protocols, Table-driven (Proactive) Protocols and 

Hybrid Protocols as shown in figure 3.1. (Qasim et al. 2008) 

 

 

 

 

Figure 3.1. Classification of Routing Protocol (Qasim et al 2008) 

 

3.1.1 Demand-driven (Reactive) Protocol 

Reactive protocols are also called the on demand-driven protocol. In order words, 

the node do not keep the routing table unless it is part of the route. It is not unlike the 

 MANETs Routing Protocol 

Proactive Protocol Reactive Protocol  Hybrid Protocol 

AODV DSR ACOR ABR DSDV OLSR WRP CRSR TORA ZRP HSLS OOPR 
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wired network that the device on the network is connected to the either the access 

point or not and it always keeps the routing table. The reactive routing protocols 

create routes once a node wants to transmit data to a destination (Tokekar et al 

2011). The reactive protocol avoids state route. This happens when a node keep the 

routing table but on a time scale in which it is going to be used when the node start 

moving and the number of the route becomes state route without any routes 

particularly realizing that the route has become useless. The state route is a kind of 

route that behaves as if it exists but it does not. Some examples of reactive protocols 

are the ad-hoc on demand distance vector protocol (AODV), dynamic source routing 

(DSR), admission control enabled on demand routing (ACOR) and associatively 

based routing ABR) protocols. 

 

Reactive protocol functions in two phases: path discovery and data forwarding 

(Andel & Yasinsac 2007). Path discovery is initiated when the node requires a route, 

meanwhile the route has the information to send to the destination within the 

network. What it does is that it sends a route request message (RREQ) to its 

neighbors. If the intermediate neighbors node discover no route to the destination 

node, RREQ is rebroadcast until the neighbor node establishes a route to the 

destination node and it send a “Route Reply” (RREP) back to the destination node. 

The “Route Request” (RREQ) has these following information: source address, 

destination address, broadcast id (ensures that the route message can be uniquely 

identify), source sequence number, destination sequence number and hop counts. 

The “Route Request” (RREQ) is identified by source address and broadcast id. The 

broadcast is a unique number that the source assigned to every RREQ. After the 

phase has been completed, the data forwarding phase starts by sending the 

intended information to the destination using the path established in the route 

discovery phase. For a route to be established and data need to forwarded, the 

source node and destination node in a reactive protocol needs the source, so node-

node routing comes to play.  

The source routing does not depend on the intermediate neighbor routing table but 

allow the source to continually determine the route in which the node information will 

be sent through the network. This results in detecting simple errors, tracking 
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unnecessary route and making nodes to determine the entire access path to the 

destination. This always occurs when frequent rapid responses to topology changes, 

keeping the resources and discarding congestion by channeling the message to 

move through a specified route or path. 

 

When “Node A” wants to discover a path or route to “Node E”, the “Node A” initiates 

the route discovery by sending a “Route Request” message (RREQ) to intermediate 

neighbor “Node B” and “Node B” forward the RREQ to its immediate “Node C” and 

subsequently continues to forward RREQ until it reaches the final destination “Node 

E” as shown in Figure 3.2. The route request (RREQ) uses the same request 

identification (ID) to broadcast throughout the network. The packet transmission 

continues until “Node E”, which is the destination is reached.(Johnson et al 2001) 

 

Figure 3.2. Source Routing (Andre Wolf, B.S, 2010) 

Another process for establishing a path between a source node and a destination 

node through forwarding packet and maintaining the route information within the 

node is called “Node-by-Node” routing. When source “Node S” needs a network path 

or route to the destination node D as illustrated in Figure 3.3, the source node 

initiates or creates a route request RREQ and broadcasts it directly to the neighbor 

nodes. The intermediate node makes a “Reserve Route” entry for “Node S” if there 

are no routes to “Node D”, and then it rebroadcasts RREQ and updates the number 

of hop count between the source node and intermediate nodes. The RREQ is 

continuously rebroadcasted until it finally reaches destination “Node D” through 

“Reverse Route” to establish a link between the source and destination nodes 

(Perkin & Royer 1999). 
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a. Reserve Route                           b.  Forward Route  

Figure 3.3: Node by Node Routing (Perkin & Royer 1999) 

 

Ad hoc On-Demand-Vector 

Ad hoc On-Demand-Vector (AODV) is a “Node-by-node” routing reactive protocol 

and deals with table route management. The AODV makes use of a bi-directional 

route or path to send packets from the source to destination nodes. The route is 

actively maintained as long as in the packet there is a constant interaction from 

source to destination through the path. It occurs seldom that if the source node stops 

sending packets the route, the route is timed out and at the the same time deleted 

from the intermediate node routing table.  

A “Route Error” (RERR) message are sent to the source node and informs the 

source about the unreachable destinations whenever there is a link failure while the 

route is still active. The “Route Error” (RREP) message is also sent to all range 

neighbors to notify them of the detection and error. After the source node has 

acknowledged the Route Error (RERR) and if it still needs the route, route discovery 

is reinitiate (Perkin and Royer 1999). 
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Dynamic Source Routing  

Dynamic Source Routing (DSR) is a “Source routing” reactive protocol that works 

perfectly well on unidirectional and bidirectional links. The protocol stores the routing 

information on the each packet header and the information is used by the 

intermediate node in finding out the next hop. In addition, the source routing 

determines the source node valid route that the packet travels through or sends a 

“Route Error” (RRER) alert message for any failed link. DSR has the capability to 

rediscover all the active links by update source routing in the source node in order to 

renegotiate the path discovery operation as explained in AODV (Johnson et al 2001). 

 

3.1.2 Proactive (Table-driven) Protocol 

Proactive protocol is a table driven protocol where each node in the network 

regularly updates its routing table due to frequent change occurrences in network 

topology. The node can find the best route to the destination if it has a complete 

topology in the network. In the proactive protocol, route request (RREQ) and route 

reply (RREP) messages are not used because all the routes are already available to 

the destination. Therefore, the network detection and link sensing mechanism are 

used for path discovery in all proactive protocols. Proactive protocol continuously 

maintains information within the pathway (Perkins & Pravin 1994). 

Each node has a table containing information on how to reach every other node and 

the algorithm tries to keep table up-to-table. Whenever there is a change in the 

topology, this table updates according to the changes (Irshad et al. 2010). The nodes 

exchange topology information with each other; they can have route information any 

time they are needed”. Examples of proactive protocols are Destination Sequenced 

Distance Vector (DSDV), Optimized Link State Routing (OLSR), Wireless Routing 

Protocol (WRP) and Cluster Head Gateway Switch Routing (CGSR) protocols. 
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Optimized Link State Routing (OLSR)  

Jacquet et al (2001) stated that “this protocol (OLSR) is designed purposely for large 

and dense mobile wireless networks, with special random behavior nodes. This 

behavior is based on the principle of multipoint relay”. This protocol is the main 

subject of this thesis, details of which will discussed later in the next chapter. 

3.1.3   Hybrid Routing Protocol  

Hybrid routing protocol is a new improved protocol that uses both proactive and 

reactive protocol together to achieve effective results (Shakywar et al. 2011). The 

protocol network is divided into zones which use different protocols in two different 

zones, meaning that, one of the protocols is used within a zone while the other 

protocol is used between them. Each zone can have different size and each node 

may be within multiple overlapping zones. Zone Routing Protocol (ZRP) is the 

example of Hybrid Routing Protocol (Shakywar et al. 2011). The hybrid routing 

protocol uses and combines features of proactive and reactive. In a case where 

proactive is used by node to establish routes to its closet neighbor and reactive is 

used by a node when communication is desired with another node that is outside of 

its closet neighbor radius (Amitabh 2008). 
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4  OPTIMIZED LINK STATE ROUTING PROTOCOL 

The optimized link state routing protocol is stable in nature which it inherits from a 

link state algorithm and due to its natural proactivity, routes are available as soon as  

they are needed. (Clausen & Jacquet 2003) OLSR can be regarded as an 

optimization of pure link state routing protocol that behaves just like Open Shortest 

Path First (OSPF) (Tokekar et al 2011).  Flathagen (2008) defines OLSR as a 

“protocol that makes its nodes to exchange their link state messages periodically in 

order to maintain the topology information. OLSR also has three types of control 

messages.” They are Hello messages (neighborhood messages),  topology 

messages Topology Control (TC messages), and Multiple Interface Interface 

Declaration (MID).  

 

Two of the main functionalities that OLSR provides are: “Neighbor Discovery” and 

“Topology Dissemination”. The purpose of these two main functionalities is to make 

each node be able to calculate the routes to all known destinations (Tokekar et al 

2011). OLSR uses Topology Control (TC) messages in conjunction with MPR 

forwarding to broadcast neighbor information throughout the network (Wanning  

2009).   Multipoint relays also forward control messages, creating an advantage of 

reducing the number of retransmissions of broadcast control messages (Tokekar  et 

al 2011).  

Below, in Fgure 4.1(a) Joakim Flathagen, (2008) shows the normal flooding that 

occur in a conventional routing protocol and also demonstrates  in Figure 4.1(b) that 

the originality of OLSR is to employ multipoint relays (MPRs) to reduce the number 

of control messages flooding in the network. OLSR (Wanning 2009) makes use of 

"Hello" messages to locate its one hop neighbors and through its one hop neighbors’ 

responses, it will be able to locate its two hop neighbours. At this point, it is left to the 

sender to select its multipoint relays (MPR) based on the information gotten from the 

first hop node which offers the best routes to the second hop nodes. An MPR 
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selector set is present in each node which lists the nodes that have selected it as an 

MPR node. 

 

  

Figure 4.1. Flooding in a multihop network. Flooding through multipoint relays 

(MPRs) reduce the  number of duplicate transmissions (Flathagen 2008). 

 

The design of OLSR protocol works in a completely distributed manner and that 

makes it impossible to depend on any central source. It also does not also need a 

reliable transmission for its control messages: each node sends its control message 

periodically, and thereby making it possible to sustain any form of loss of packets 

from time to time which occurs constantly in radio networks due to collision or other 

transmission problems (Clausen & Jacquet 2003).  

 

The OLSR protocol performs hop-by-hop routing and which in other words means 

that  each of the nodes uses its recently updated information to route the packet. 

(Jacquet et al. 2001).  

 

 

4.1  Basic layout of OLSR packet  

OLSR is designed for use in mobile adhoc networks. It comprises of MAC header, IP 

header, UDP header, OSLR header and data as shown in table 1 as defined by RFC 

3626. (Clausen & Jacquet 2003) 
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Table 1. OLSR Structure 

 

 

4.1.1 OLSR Header 

Table 2. OLSR Header Structure 

00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 

Packet length Packet sequence number 

OSLR messages 

 

The OLSR Header, illustrated in Table 2 has three primary fields that are used by the 

application: packet length, packet sequence number and OSLR message as 

explained by RFC 3626. (Clausen & Jacquet 2003) 

� Packet length-The length (in byte) in the packet. 

� Packet Sequence Number- Packet sequence number must increase by one 

each time new OLSR packet is transmitted. 

4.1.2 OLSR message 

Table 3. OLSR message Structure 

00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 

MESSAGE TYPE VTIME MESSAGE SIZE 

ORIGINATOR ADDRESS 

TTL HOP COUNT MESSAGE SEQUENCE NUMBER 

DATA 

The OLSR message, illustrated in Table 3 has eigth primary field that is used by the 

application: message type, vtime, message size, originator address, TTL, hopcount, 

message sequence number and data (Clausen & Jacquet 2003) 

� Message size -- This is message header length with data and it is 16 bits in 

size. 

MAC header IP header UDP header OSLR header Data……. 
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� Vtime - This is 8 bits and specifies the period of time after reception a node 

considers the information embedded in the message as valid, unless a more 

recent update to the information is received.  

� Originator address - This is 32 bits in size and it contains the main address of 

the node which is originally generated this message. It should be noted that it 

(is not the same as the source address as that can be changed during 

retransmission but this will never be changed in retransmissions. 

� TTL - This is 8 bits in size, 0 to 255 and contains the maximum number of 

hops a message will be transmitted. Whenever a message is retransmitted, 

the TTL decreases by 1 and when a node receives a message with a TTL 

equal to 0 or 1, the message will not be to process and pass the message 

across to the next hop and will eventually drop the message.  

� Hop count - This is 8 bits in size and contains the number of hops a message 

has reached. The message originator sets the hop count to 0 and whenever a 

message is retransmitted, the hop count increases by 1.  

� Message sequence number - While generating a message, the originating 

node assigns a unique identification number to each message and this 

number is inserted into the sequence number field of the message then the 

sequence number is increased by one for each message originating from the 

node. Message sequence numbers are basically used to ensure that a given 

message is not retransmitted more than once by any node.  

The combination of OLSR header and OLSR messages form the OLSR packet 

format. 

 

4.2  OLSR control messages 

During transmission,several OLSR messages are defined and frequently changed 

when they are active in an network and this results in the formation of OLSR control 

traffic. OLSR uses UDP Port 698 to broadcast OLSR control messages, assigned by 

the Internet Assigned Number Authority (IANA). The three types of messages that 

OLSR supported are “Hello”, “Topology Control (TC)” and “Multiple Interface 

Declaration (MID)”. 
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4.2.1 Hello Messages 

HELLO message are sent on periodic intervals due to the necessary information for 

link sensing and (one and two hop) neighborhood observed by a node. Every active 

node interface in the network generate and send these messages. (Popi & Festor  

2010) 

Table 4. OLSR Hello message Format 

00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 

RESERVED HTIME WILLINGNESS 

LINK CODE RESERVED LINK MESSAGES SIZE 

NEIGHBOR INTERFACE ADDRESS 

NEIGHBOR INTERFACE ADDRESS 

---------------------------------------------------------------------------------------------------------------- 

LINK CODE RESERVED LINK MESSAGES SIZE 

NEIGHBOR INTERFACE ADDRESS 

NEIGHBOR INTERFACE ADDRESS  

--------------------------------------------------------------------------------------------------------------------- 

 

--------------------------------------------------------------------------------------------------------------------- 

4.2.2  Multiple Interface Declaration 

Each node has multiple interface. In multiple interface declaration process, it 

announce these multiple interface frequently to other nodes by broadcasting MID 

messages as shown in Figure 4.5.  Klein (2005) explained “that the nodes main 

address is already included in the originator address of the message header only the 

additional interface addresses have to be announced.” Based upon this information, 

the Multiple Interface Association Information Base is built in the receiving node.  

 

 

 

 

Table 5. OLSR message MID format 
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0000001 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 

OLSR INTERFACE ADDRESS 

OLSR INTERFACE ADDRESS 

----------------------------------------------------- 

OLSR INTERFACE ADDRESS 

4.2.3 Topology Control 

MPR optimization is used to flood “Topology Control (TC) messages”, which is 

usually done at a periodic interval. Moreover, “Topology Control (TC) messages” are 

generated immediately when changes are discovered in the MPR selector set. The 

Topology Control (TC) message has a sequence number which is updated regularly 

when the advertised neighbor set has changed. The list of advertised neighbors’ 

main addresses are shown in Table 6. (Klein 2005) 

Table 6. Topology control Messages 

00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 

ANSN RESERVED                       

ADVERTISED NEIGHBOR MAIN ADDRESS 

ADVERTISED NEIGHBOR MAIN ADDRESS  

----------------------------------------------------------------------- 

 

4.3  Network Detection or Sensing 

Every node has to detect the neighbor nodes with which it is directly linked to. Each 

node broadcasts its “hello messages” from time to time, containing the information 

about its neighbors’ nodes and their link status. The link status can be “symmetric”, 

“asymmetric”, “multipoint relay” or “lost in nature” (Ermel & Muhlethaler 2006).     

 

 

 

   



27 
 

BACHELOR’S THESIS OF TURKU UNIVERSITY OF APPLIED SCIENCES |   AWE ABAYOMI OLUWASEGUN 

 

 

 

 

 

 

 

 

 

               Uni-directional link 

               Bi-directional link   

Figure 4.5 Sample of a small network with uni and bi directional links 

• Symmetric (Bi-directional) means that the communication link is possible in 

both irections. 

• Asymmetric (Uni-directional) means that the communication link is possible in 

one direction. 

• Multipoint relay means that the communication link is symmetric and the 

sender of the hello message has selected this node as a multipoint relay 

(MPR). 

• Lost means that the communication link is lost.  

 

4.4   Multipoint Relay Selection Algorithm  

OLSR describes that multipoint relays (MPRs) technique used to advertise link state 

information for their MPR selector at regular intervals ín their control messages. It is 

also used to form a route from a given node to any destination in route calculation. 

From Tonnesen’s 2004 perspective, OLSR uses flooding of packets to diffuse 

topology information throughout the network 

 

 

Multipoint Relay Selection  
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Each node in the network selects individually its own set of MPRs. The MPRs 

technique restricts the set of nodes retransmitting a packet from all nodes to a 

subset of all nodes. However, the size of subset depends on the topology of the 

network. Thus, the concept of MPRs is an optimization of a pure flooding mechanism 

(Wang & Qian 2003). 

 

 

MPR is performed by selecting of a neighbor as Multipoint (MRPs) and for every 

node by calculatiing own set of MRPs as a subset of its symmetric neighbor nodes 

chosen so that all 2 hop neighbors can be reached through a MPR. For further 

explanation, for every node in the network that can be reached  from the local node 

 by at least two symmetric hops, there must exist a MPR so that the node has a 

symmetric link to the MPR and the MPR is a symmetric neighbor of the local node. 

Figure 4.8 illustrates how node F has selected the brown nodes as its MPRs 

(Tonnesen 2004). 

 

 

 

 

Figure 4.8. Node F has selected the brown nodes as its MPRs 

 

 

 

 

 

 

G F 



29 
 

BACHELOR’S THESIS OF TURKU UNIVERSITY OF APPLIED SCIENCES |   AWE ABAYOMI OLUWASEGUN 

5. STIMULATION AND PERFORMANCE ANALYSIS OF OLSR 

In the project, it was decided to illustrate how OLSR works using DDWRT to 

establish a network topology using  a downloaded firm software on two different 

routers that are compatible with the ad-hoc network topology. 

5.1 Building a Wireless Mesh Network 

The architecture of wireless mesh network is based on these following hardware and 

software.The hardware used included: 2 Ethernet cable, 2 Laptops, 2 Linksys 

wireless router, 1 Desktop with wireless card. The software used included: dd-

wrt.v24_mirco_olsrd_generic.bin, Wireshark, olsrd-0.5.6-r3-pre-cac1dfcd5-setup.exe, 

Any web browser (Internet Explorer or Firefox). Table.. below shows the system 

configurations and their properties used in building mesh wireless network 

Table 7. System configuration and their properties 

COMPUTER 

NAME 

OPERATING 

SYSTEM  

MEMEORY CPU HDD 

Hewlett-

Packard(Compaq 

Mini) 

Window 7 

Starter 

1GB Intel Atom 

1.67GHz 

210GB 

Hewlett-Packard Window Vista 

Basic 

2GB AMD 

Sempron 

2.0GHz 

140GB 

Fujisu Seimens 

Computer(Desktop) 

Window XP 

Professional 

1GB AMD 

Sempron 

1.81GHz 

100GB 

   

Table 8. Types of Linksys Cisco Wireless Router 

Model Version 
WRT54GL 1.0 or 1.1 
WRT54G 6.0 

Linksys Router Physical Architecture 
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1. Platform – It has Broadcom MIPS. 
 

2. CPU – The CPU BCM5452 Broadcom operate at 200MHz.  It supports DD-
WRT because of overclocking feature of the CPU. 
 

3. Flash – It has single 4 MB NAND chip. 
 

4. System Memory – It has 16 bit 16 MB DDR SDRAM. 
 

5. Wireless Radio – It has 802.11b/g Broadcom 
 

6. Antenna – It has a removable, rotating and dual folding antenna. 
7. Network Switch – It has a 4 LAN (10/100) and 1 WAN (10/100). 

 
8. Serial pinout – It has a serial pinout on the router. 

 
9. JTAP pinout – It has a JTAP pinout on the router. 

 

Internal Architecture of Linksys Router WRT54GL v1.0, 1.1 or WRT54G v6.0                      

 

Figure 5.1. Internal architecture of Linksys router(www.openwrt.org) 

Figure 5.1 shows the internal architecture of wrt54gl v1.0, 1.1 or wrt54g v6.0. The 

switch has port from 0 to 5. The port 0 is the internet (WAN) port, the port 1 to 4 is 

the LAN port and port 5 has an internal connection with the router’s center 

processing unit (CPU). 
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5.2 Preparing a Wireless Mesh Network ( Flashing Linksys WRT54GL and 

WRT54G with DD-WRT Firmware) 

DD-WRT is an open source software under the licence of general public licence 

(GPL) used as a third-party firmware for broadcom or atheros wireless router with 

ieee 802.11a/b/g/n. DD-WRT firmware has a advance features that improves internet 

performance. There are three methods of flashing a Linksys router. They are flashing 

with web graphical user interface (GUI), flashing with TFTP and flashing with 

command line. 

 

 

Figure 5.2 DD-WRT website 

From the dd-wrt website, it was checked if the routers planned to be used supports 

the dd-wrt firmware as shown Figure 5.1. The router database was checked on dd-

wrt website and it gave “wrt54gl” of the dd-wrt software which has two versions, 

either for version 1.0 or 1.1. It is advisable to select the recommended micro generic 

firmware software specified on their website as shown in Figure 5.2. 
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Figure 5.3. DD-WRT website to show the description of firmware to be used 

Requirement for flashing 

1. A computer with Window or Linux operating system 

2. An internet connection 

3. Cisco Linksys router (WRT54GL/WRT54G/SWRT54G) or other supporting 

router 

4. Firmware image from DD-WRT website 

5.3 Steps for Flashing 

In order to begin the flashing procedure, it was necessary to check the router 

database first on the website “http://www.dd-wrt/site/support/router-database”. In the 

DD-WRT website, a wiki page which shows devices of all the routers that support 

DD-WRT. The Wiki also include page for incompatible devices for all router that do 

not support DD-WRT.  

Flashing with DD-WRT firmware 

Hard reset or 30/30/30 : The first operation carried on the router was 30/30/30 or 

hard reset. The procedure for the 30/30/30 started when the Linksys router was 

connected to a power supply, in the process continuously pressing and holding the 

reset button for 30 seconds. Secondly, with the reset button still on hold, the router 
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was unplugged for another 30 seconds. Lastly, the router was re-plugged while still 

holding on the reset button for another 30 second in total, making 90 seconds to 

enable a hard reset. 

 

Web GUI log on: The WAN port on the router was connected to the internet outlet 

via an Ethernet cable (RJ45). Another cable was connected from the LAN port of the 

router to the Internet port of the computer. A static IP address was configured on 

author’s computer and the IP address on the computer was set as 192.168.1.2, 

subnet mask address as 255.255.255.0, and the default gateway address as 

192.168.1.1.  

When all the mentioned above have been completed, the following steps were 

followed to have a web access to the Linksys router. But it shoud be noted that, an 

enhanced javascript website interface without any security was used. Linksys 

firmware web graphical user interfaces are compatible with most web browser but in 

case the web browser gives an error, another compatible web browsers should be 

tried. 

1. IP addresses of the Linksys router 192.168.1.1 was typed into the web browser 

address bar and entered on the keyboard. 

 

2. Immediately, there was prompt option for the username and password in a dialog 

box. By default, the username was left blank and the password is admin in 

Linksys firmware. Likewise in the DD-WRT, the username is root and the 

password is admin by default. On the dialog box, the username  was left blank 

and admin  was written as the password and ok button was clicked. The Linksys 

graphical user interface prompts up the setup contol plane as shown in Figure 

5.3. 
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Figure 5.4. Setup plane graphical user interface (GUI) of Linksys router  

 

5.4  Firmware upload  

On the setup plane graphical user interface (GUI), the administration option was 

navigated to, under the administration option, config management was clicked which 

has two options namely the backup configuration and restore configuration. The 

backup configuration option was used with backup button to backup the Linksys 

firmware. The restore configuration button will be used in case the upgrade firmware 

failed as shown in Figure 5.4 
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Figure 5.5. How to backup and restore configuration in Linksys router. 

The dd-wrt v24_micro_olsrd_generic.bin was downloaded from the DD-WRT website 

and saved on the computer. On the administration control plane, the file option was 

chosen after navigating to the firmware upgrade and then upload the dd-wrt 

v24_micro_olsrd_generic.bin was uploaded from where it was saved on the computer. 

After uploading the dd-wrt firmware, the upgrade button was clicked to install the dd-

wrt firmware on the router. It takes some few minutes to install as shown in Figure 

5.5. A dialog box with “upgrade is successful” appears with “Continue” button. The 

Continue button was clicked as shown in Figure 5.6, then the Linksys graphical user 

interface lost connection. After that, the reset button on the router (power cycle) was 

pressed which took awhile to restart the router.  The IP address 192.168.1.1  was 

again typed in the web browser which shows the dd-wrt setup control as depicted in 

Figure 5.7. 
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Figure 5.6. Installation of DD-WRT firmware on the Linksys router 

 

                                

Figure 5.7. DD-WRT firmware software was successful upgrade 
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Figure 5.8. DD-WRT control plane 

 

Configuration of routers on the DD-WRT graphical us er interface (GUI) 

On the DD-WRT router control plane under the “Wireless” option we have the 

“Wireless Physical Interface wl0” which states the following configurations: “Wireless 

mode” which must be configured as “Adhoc”, “Wireless Network Mode” which was 

configured as “Mixed”, “Wireless Network Name (SSID)” was named as “YomMesh” 

which will have the same name as the other router in order to communicate with 

each other. The “Network Configuration” was made “Unbridged” so as to have IP 

address for the routers. The IP addresses for the two routers are 10.1.1.1 and 

10.1.1.2 with their subnet address as 255.255.255.0. The security mode was 

disabled and the “apply settings” option was selected. 
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Figure 5.9: DD-WRT Set up the wireless interface. 

On the DD-WRT router control plane security option, the SPI firewall was disabled 

because it will be easy to troubleshoot the setup. Firewall was disabled to mak the 

open ports work for OLSR. The network was later made more secure by enabling the 

firewall and configure the iptable on all routers in order to open the needed port (port 

698 UDP is use for OLSR). 

5.5 OLSR SETUP 

In the DD-WRT graphical user interface (GUI), the setup tab was navigated to 

thereafter to the advance routing tab. In the advance routing tab,  “OLSR Router”  

was chosen for operation mode and at lower part was the OLSR Routing (Optimized 

Link State Routing) which has new interface option. The “eth1” was selected from 

the drop down list and “eth1” has the same wireless interface as the Linksys wrt54gl 

router.  
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Figure 5.10: Choosing OLSR Router operating mode and adding the eth1 interface 

to the OLSR configuration 

5.6 Enabling NAT routing 

Each router in NAT routing is configured by default. Changing the advance routing 

operation mode to OLSR Router in order to perform optimized link state routing 

topology,  it was set it to automatically turn off NAT routing in order to enable it. 

Turning the NAT back, these lines of script have to be input back to each router 

using an encryption.      
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      iptables –t nat - A POSTROUTING - o $(nvram get wan_ifname) - j 

MASQUERADE 

      iptables –t nat – A POSTROUNTING - o $(nvram get wl0_ifname)  - s $(nvram 

get eth1_ipaddr)/$(nvram get eth1_netmask) –d $(nvram get eth1_ipaddr)/$(nvram 

get eth1_netmask) - j MASQUERADE 

      iptable –t nat - A POSTROUTING - o $(nvram get lan_ifname) - s $(nvram get 

lan_ipaddr)/$(nvram get lan_netmasl) –d $(nvram get lan_ipaddr)/$(nvram get 

lan_netmask) – j MASQURADE 

In the DD-WRT control plane, under administration click on commands appears an 

empty space, The above script were copied into the empty space and click on “Save 

Firewall”, which was performed on each router. 

 

Figure 5.11. Enabling the NAT routing in OLSR Router operation mode 
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5.5.1 Computer Configuration 

For the computers to be successfully connected and communicate with the routers, 

the author had to setup the static IP addresses on the same subnet as the router. 

Figure 5.9 shows how static IP addresses are configured on each of the computers. 

Computer 1: IP address       10.1.1.25 

                     Subnet mask:  255.255.255.0 

Computer 2: IP address        10.1.1.65 

                     Subnet mask:   255.255.255.0 

Computer 3: IP address         10.1.1.50 

                     Subnet mask     255.255.255.0                        

 

Figure 5.12. Setting up a static IP 
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5.7 OLSR IMPLEMENTATION 

Monitoring the mesh routing on each computer, the free window version of the 

“olsrd-5.6 software” was downloaded and installed. This software is used for 

implementation of the OLSR protocol and it also allows mesh routing for different 

network equipment. After installation, each computer was re-booted which started 

the olsrd program. The interface that has the IP address was selected and the button 

“start” was clicked on. Figure 5.10 shows the setting up olsrd on the computer, 

Figure 5.11 display “logs for olsrd, Figure 5.12 display “nodes” discovery by OLSR 

protocol, and Figure 5.13 shows “routes” created by OLSR repectively. 

 

                 

Figure 5.13. Setting up olsrd on the computer 
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Figure 5.14. Logs for the olsrd 

              

Figure 5.15. Nodes discovered by the OLSR protocol 
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Figure 5.16: Routes created by OLSR 

 

5.6.1 Performance Tests 

The performance test was carried out after all the setup has been completed. 

Wireshark was used to test the network analysis to see how the OLSR packets are 

sent out to the broadcast address (10.1.1.255) as shown in Figure 5.14.   
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Figure 5.17. Wireshark analyzing packets sent to the network. 
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6.  LIMITATIONS  AND CONCLUSION 

In most wireless network, the performance of the protocols can be affected coupled 

with various factors such as the physical technology, the link-state layer behaviours, 

the choice of codes and errors which makes it hard to explain specifically the 

performance of a routing protocol.  

This project illustrated the usefulness of various protocol used in mobile ad-hoc 

network. The optimized link state protocol was analysed to show how the protocol is 

actually behaves. However,many problems was encountered during the process of 

building a wireless mesh network used in testing the performance of OLSR protocol. 

In the Windows, olsrd switch was installed on each of the computer used as node. 

The operation olsrd switch shows how the routers and computers made used of 

multipoint relay (MPR) and multiple Interface declaration (MID) message in 

optimized link state routing (OLSR). With the Wireshark, it shown how the OLSR 

packet was sent out of port 698 (UDP) on the all computers but not on the routers. 

It was discovered that on the olsrd switch “Node” tab shows no multipoint relay 

(MPR) for any of the IP interfaces (either computers or routers).  With these result no 

computer can be calculated as next possible MPR through which the shortest route 

to another computer on the network, if one of the computer is down. After,much 

troubleshooting in the network the result still remains the same. Creating this mesh 

network on Linux environment should be the best option but due to difficulties faced, 

the author later switched to Windows environment for the analysis. 

As explained by Phillippe Jacquet et. al (2000), “OLSR protocol which is proactive in 

nature, obviously favours a networking context in which all time-kept information is 

used more and more and where route requests for a new destinations are very 

frequent”. It can be assumed that the OLRS protocol is meant to be adapted to a 

network that is dense and communication is assumed to occur frequently between a 

large number of nodes to establish a continue network topology. 

Furthermore, the protocol favours of an application which does not permit the delay 

for transmitting data packets. In other words, if the transmission is prone to error, 

there is high a probability that a correct packet received by the the intended 
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destination will not be guaranteed which is a common problem to all ureliable 

communication network.  
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