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1 Introduction 

Society has become dependent on different systems that process, stores and 

transmits sensitive information. The omnipresent demand for quick and reliable 

access to information has made society vulnerable to incidents, attacks and disasters. 

Retaining the availability, confidentiality and integrity of the information and data is 

crucial in order to provide both public and commercial services reliably. 

Simultaneously, new threats, vulnerabilities and exploits emerge and appears at an 

accelerating pace making software, service and product development, operation and 

management more laborious and challenging task. Different threat types are 

spreading to business fields and industries, where manufacturers and organizations 

are not necessarily prepared to overcome the impacts, ensued from successful 

attacks or occurred accidents. Changes in the general design of software, service or 

product are cheaper to make in the early stages of development while fixing bugs, let 

alone changing the overall architecture just before releasing the product can be 

expensive and even impossible to accomplish.  

The motivation for this research came from the constantly growing need to acquire 

better tools to tackle the broad and expanding threat landscape present. One 

identified tool to help to categorize and systematically evaluate the security of a 

system, product or service, is threat modeling. The purpose of this research is to 

understand what threat modeling is, how can it be applied and how to find suitable 

threat modeling methodology for different needs.  

Since the thesis work in master’s degree programme should, according to JAMK 

Master’s degrees’ study guide, be practically and pragmatically oriented applied 

research or development project that serves the needs of local businesses and 

organizations and supports regional development, the research consists of two parts: 

literature review and use case (Master's Thesis - Studyguide). First, research basis, 

including research theory, research method and research question as well as analysis 

method, is described. This part also further defines the motivation and objectives of 

the research.  
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During the second part of the research, key terminology and different threat types 

are defined. In addition, the objectives and benefits of the threat modeling process 

are discussed and different approaches to threat modeling are briefly explained.  

Next, the literature review enlightens the current status of existing threat modeling 

methodologies and frameworks available. Eighteen different methods are studied, 

evaluated and summarized with the evaluation emphasis on characteristics, such as 

tailorability, maturity, ease of use and overall focus.  

The data gathered from the literature review is then verified by utilizing a case study. 

This case study contains twelve interviews related to the threat modeling of one 

particular system. The set of questions asked during the interviews is used to map 

whether any of the methods studied is sufficient alone for this use case. 

Finally, conclusions from the research data are drawn. This section also includes 

advice for implementing basic threat modeling in an organization. To conclude the 

research, some ideas that need further development are presented.  

2 Research basis  

2.1 Research theory 

Some of the keywords and concepts linked to the topic of this thesis are first defined. 

First and foremost, research is a systematic, scientific and scholarly investigation to 

establish facts or principles and can also be seen as a collection and interpretation of 

data in an attempt to resolve a problem at hand or to answer a question in a detailed 

and accurate manner. Applied research is study designed to use its research findings 

to solve an existing problem and is, therefore, more pragmatic and practical than 

pure or basic research, which tends to focus more on the fundamental principles and 

testing of hypothesis for the development of new or revised theories. In any 

research, data is a necessity, since it consists of the raw facts that record measures of 

certain phenomena. To conduct proper research work, data should be relevant to 

the problem the researcher is trying to solve. Data can be either primary data, which 

is sourced directly by the researcher or secondary data, which tends to be readily 

available and already in an organized form. Secondary data is usually collected by 
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someone else for some other purpose. Information, on the other hand, is the 

presentation of facts in a suitable form for the researcher to make decisions. The 

primary outcomes of the research are called research findings. (Habib, Pathik & 

Maryam 2014, 3-6). 

2.2 Motivation and objectives  

Threat modeling methods were first created to assist in the development of more 

secure operating systems. However, today threat modeling should be an essential 

part of any risk management process, including also cyber-physical systems. The 

motivation for evaluating different threat modeling techniques against a specific ICT 

system comes from working life. A system with a broad threat landscape requires 

comprehensive threat mapping. Data gathered from threat modeling can be used 

further in risk management, disaster recovery as well as business continuity planning 

and crisis management. The primary objective of the research is to find a method to 

map any serious and probable threats against a critical system. 

While some of the existing threat modeling methodologies focus only on software 

development, some cover just business and/or organizational risks and threats. Some 

are technical; some are non-technical in nature. Number and type of threats 

identified will vary significantly, as will the quality, consistency, and the value 

received from those threat models. Combining these models would probably result 

in more comprehensive solutions, however, is that enough or even feasible solution? 

2.3 Research question  

Research questions represent the facets that the researcher wants to know most or 

first and they help the researcher to have a more focused data set while pointing the 

researcher towards appropriate data-gathering methods. Research questions may be 

general or particular, descriptive or explanatory. (Miles, Huberman & Saldaña 2014, 

41). A research question can change during the qualitative research; thus Hirsjärvi et 

al. suggest that the researcher sets research question in more general level. 

However, if the researcher does not specify a research question at all, the research 
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may end up being just a classification of material. (Hirsjärvi, Remes & Sajavaara 2010, 

126) 

The main research question for this thesis is: How do existing threat model methods, 

either alone or together, cover all the different threat types and origins and is there a 

need for a new, more holistic methodology? The hypothesis behind the research 

question is that no comprehensive one-size-fits-all method exists, rather different 

methods or combinations are used in different situations. 

2.4 Research method  

A research question should dictate the methodological approach used to conduct the 

research. This research begins with a literature review and is followed by a case 

study. The purpose of the literature review is to objectively report the current 

knowledge on a specific topic. The goal for this process in this research is to survey 

different threat modeling techniques available, find commonalities and differences 

between them as well as the type of research previously conducted on threat 

modeling. Hence, in the literature review, the data for the study is collected from 

published literature. This data from multiple sources is then evaluated and 

synthesized into a new article, in order to provide all the relevant information about 

the topic to other researchers in a single paper, thus making information more 

available. While literature review is used to better understand the subject matter 

and provide a comprehensive overview, it also helps to place the information into a 

perspective, as well as determine the different point of views and methods used 

previously and therefore guide the researcher to generate new research instead of 

repeating earlier researches. Thus, the researcher should pay attention to the 

objectivity of the review and reduce the bias often associated with the literature 

review as much as possible.  (Green, Johnson & Adams 2006, 102). 

While three basic types of literature reviews exist, a qualitative systematic literature 

review is used in this thesis. The other two, narrative reviews and quantitative 

systematic review, also called meta-analyses, are described briefly. Narrative reviews 

can be either editorials, commentaries or overview articles.  Editorials often cover 

only a few papers and are narrowly focused, while commentaries typically express a 
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particular opinion; thus author’s synthesis demonstrates bias. The research 

methodology is usually not presented in commentaries. Overview articles or 

unsystematic narrative reviews are condensed narrative syntheses of each previously 

published article the author has selected and often they offer a critique on each 

study. (Green et al. 2006, 103).  

In a quantitative systematic review, each paper is critically evaluated, and the results 

are combined statistically. As stated above, this is also known as a meta-analysis. The 

goal of this approach is to achieve more objective science from research synthesis by 

pooling the data between studies in a database and performing appropriate statistics 

to analyze this large sample data. This can also be a challenge since it might be 

difficult to find similar enough studies to draw valid conclusions. (ibid., 105) 

A qualitative systematic literature review is used to find as many publications as 

needed to objectively report the existing knowledge on the topic in an organized, 

detailed, comprehensive and rigorous manner. The author develops a criterion for 

research publications and based on that criteria decides whether to include or 

exclude each paper in the final synthesis. The whole process is described in such a 

transparent way that it is reproducible with the same results afterwards. Each item is 

reviewed consistently and systematically, and information and details are extracted 

analogously from the papers. The author should attempt to find also articles that do 

not support the research hypothesis to reduce the bias further. (ibid., 104) 

The topic and objective dictate the depth and breadth of the search strategy for the 

sources. Selected electronic databases were used as sources of information during 

this research. The primary source was The Institute of Electrical and Electronics 

Engineers (IEEE) Xplore Digital Library. Google Scholar, as well as few academic 

databases, such as MIT Libraries, Finna and Theseus, were also used. Many of the 

articles found in these sources, had references that led to other related items. All the 

searches were conducted between November 2018 and March 2019.  

Only a few search terms were used in the primary search phase, namely threat 

model(s) and threat modeling (also a Finnish word for threat modeling was used: 

uhkamallinnus). This small set of keywords was comprehensive enough to retrieve 

relevant studies, articles, and literature but narrow enough to focus the effort. 
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Additional information on each threat modeling methodology was searched using 

the methodology’s name or abbreviation as a search term (e.g. STRIDE, DREAD, 

Octave). 

The search results were then evaluated with the following selection criteria to 

include only publications relevant to the topic. First, there were few practical factors: 

the language of the publication should be either English or Finnish, and the 

publication should be available for study. The publication should also arise in 

multiple search sources or be referenced in several other publications. The 

pertinency of the publication was evaluated with quick browsing of the table of 

contents and abstracts to find keywords such as threat modeling or the name of the 

specific threat modeling methodology. More recent publications were emphasized at 

the expense of the older publications. Each selected publication was studied, and 

synopsis or summary of different threat modeling methods was formed based on the 

literature. The summary of the search results can be seen in Appendix 1. 

However, research is not just the gathering of information or rearrangement of facts. 

Any research that produces findings not arrived at by statistical procedures or other 

means of quantification can be considered as qualitative research. While quantitative 

analysis usually involves collecting large samples of data and converting them into 

numerical form for statistical calculations, qualitative research is descriptive and 

conclusive and usually emphases cases and context, i.e. they engage in a detailed 

examination of cases related to their chosen topic. It is the collection, analysis, and 

interpretation of data by observing what people do and say and it refers to the 

meanings, concepts, definitions, characteristics, metaphors, symbols and 

descriptions of things. (Habib et al. 2014, 8-9) 

Commonly used techniques to collect qualitative data are people-centric methods, 

such as focus groups and qualitative interviews. Focus group is a method where a 

selected number of people are brought together to discuss the issue or issues that 

the researcher is investigating. (Yin 2014, 111). Traditional brainstorming session 

used in many threat modeling methodologies can also be seen as a focus group type 

of approach. To get an insight into the experiences and knowledge of the person, 

qualitative interviews are used. This method provides an opportunity for participants 

to respond to the issue using their own words; hence new and unexpected 
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perspectives and points of view usually emerge. (Hirsjärvi et al. 2010, 164). In the 

context of threat modeling, these “known unknowns” are precious assets.  

Traditional case study tries to illuminate a decision or a set of decisions: why they 

were taken, how they were implemented, and with what result. Other common 

cases include individuals, groups, organizations, processes, programs, 

neighborhoods, institutions and even events. In other words, a case study allows 

researchers to focus on a specific “case”, or a contemporary phenomenon, and 

retain a holistic and real-world perspective as well as investigate the phenomenon in 

depth and within its real-world context. A case study usually stems from empirical 

curiosity but is at the same time practical. Therefore it is a good approach when the 

researcher attempts to understand technology-related processes in an organizational 

context. A major challenge in case studies involves connecting primary research with 

the broader theoretical themes and empirical concerns of the existing literature.  (Yin 

2014, 15-16). Data for the case study is usually collected using multiple different 

methods such as interviews, observations and research of documents (Hirsjärvi et al. 

2010, 134-135). 

2.5 Analysis method 

Besides dictating the research method, research question(s) should also dictate the 

methodology to analyze the results. Data gathered from the interviews are 

condensed to make data stronger. During the data condensations phase, information 

is simplified, abstracted and transformed from the original interview transcripts. The 

researcher makes decisions on how the condensation is done, i.e. which data chunks 

are included or excluded. The goal of data condensation is to sort, focus, organize 

and sharpen the data to the form that conclusion can be made and verified. (Miles et 

al. 2014, 31) 

Next phase is to display the condensed data in a way that conclusions can be drawn. 

With qualitative data, the extended text is the most common form. However, 

humans do not process large amount of information that well, hence other display 

types, such as matrices, graphs, charts and networks are suggested by Miles et al. 
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Deciding how the data is displayed, is part of the analysis and analytic activity. (Miles 

et al. 2014, 32). 

Finally, using the data transformed and displayed in previous stages, the researcher 

tries to find patterns, propositions, explanations and causal flows to draw 

conclusions and to verify them. It is important to maintain skepticism and openness 

when making conclusions and verified iterative along the process. The conclusions 

might be vague at the beginning of the process, but becomes more explicit and 

grounded as the process iterates. (Miles et al. 2014, 32)  

2.6 Previous research  

Few researches using either literature review, case study or both to evaluate or study 

different threat modeling frameworks and methods were examined. Special 

attention was given to the questionnaires used during the research as well as the 

overall results. 

Dag Eng studied three different threat modeling approaches using textbooks and 

academic literature and then examined how different techniques can be combined 

and what advantages and disadvantages there are when using an integrated threat 

modeling approach. A new method was formed by combining asset-, attacker- and 

software-centric approaches. This method was then validated with a case study using 

a hypothetical cloud-based system. (Eng 2017, 4). The technique contains three 

questionnaires, one for each approach. Each participant answers to only one 

questionnaire, and all the answers are then extracted and combined with each other 

to identify threats that appear in all the different approaches.  

Sivula (2015) explored different risk and security models in his thesis in order to 

select a suitable approach for agile health care software development. Different 

models were evaluated based on literature and questionnaires to identify the best 

method to use in production.   

Launonen (2015) uses Microsoft’s Security Development Lifecycle (SDL) meant for 

software development to find threats against a factory environment, although the 

real target of threat modeling still is the IT infrastructure handling the factory’s 
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manufacturing execution system. Threat modeling relies heavily on STRIDE and data 

flow diagrams.   

In his thesis, Holmberg studied threat modeling methodologies based on a literature 

review and using a case study, evaluated how they fit to be used to analyze security 

threats against Train Control and Management Systems. A holistic five-step 

framework based heavily on STRIDE and Boolean logic Driven Markov Processes 

(BDMP) using attack trees as a base was proposed as a foundation for threat 

modeling practices. (Holmberg 2016) 

3 Threats and threat modeling 

3.1 Key terminology 

Any organization faces circumstances that can impact and cause harm to the 

organization’s own, other organizations’ or even national assets, personnel, 

processes, mission, function, image or reputation. These circumstances that are 

potential violations of security are known as threats and are caused by threat 

sources. (NIST 2012, 8). Any system or environment where the system operates may 

have both known and unknown vulnerabilities or weaknesses and can be exploited 

by one or more threats causing a breach of the system’s security policy. Since 

technology continually evolves and changes, new threats and even threat types 

emerge. 

The word threat has an extensive range of different meanings associated with it and 

it can be understood as people or person, event, weakness or vulnerability and in the 

context of cybersecurity, also as malware, criminal activity, and espionage. In 

Vocabulary of Comprehensive Security, a threat is described as an event or a 

development of events that are possible and harmful. Compared to danger, a threat 

has a more uncertain evolution phase, and danger is a more practical matter that can 

be dealt with the risk management procedures. (Finnish Terminology Centre TSK 

2017, 40). During the risk management process, threats are usually decomposed 

further to threat events and threat sources to give a more detailed picture of threats 
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and possible mitigations. In this thesis, a threat is an undesired event or something 

malicious that can happen to or through a system/product/service. 

An asset refers to any resource that has value. The ISO/IEC 27005:2011 standard 

divides assets to primary assets and supporting assets. Business processes and 

activities as well as information are considered as primary assets, while assets that 

the primary assets are relying on, such as hardware, software, network, personnel, 

site and organization’s structure are supporting assets. (ISO/IEC 27005:2011, 2013). 

A vulnerability refers to any trust assumption that can be violated to exploit a 

system; basically, it is a weakness in a system, process, individual, control, 

implementation, architecture or even organizational structure and external 

relationship. These weaknesses can be exploited in a harmful way, or they can make 

an adverse event possible. (Finnish Terminology Centre TSK 2018, 15). In other 

words, vulnerabilities are revealed when any given threat is dissected and they 

provide attackers the window of opportunity. 

An attack, or exploit, is an action that causes the threat to be realized by utilizing one 

or more vulnerabilities, while an attack vector is a point or channel that is used to 

execute the attack. An attack surface refers to a logical or physical area that is 

exposed to threats and attack patterns. (Souppaya & Scarfone 2016, 4) 

A risk is uncertainty or insecurity affecting objectives. Risk causes a deviation from 

expected and can be positive, negative or both, although the word “risk” is often 

associated with being implicitly negative. A risk usually contains evaluation of the 

likelihood and impact and it has a score based on these estimations. (Souppaya & 

Scarfone 2016, 7) 

Countermeasures, controls and mitigations are actions taken to reduce the impacts 

of a threat or the probability of an attack. Relationships between specific terms can 

be seen in the chart derived from a graph from Muckin & Fitch (p. 6) in Figure 1. 



11 
 

 

 

Figure 1. Relationship between different terms 

 

The vocabulary of Comprehensive Security also describes a threat model as a general 

description of the threats affecting a security environment. Threat models are 

created to ease and standardize emergency preparedness and emergency planning. 

Threat assessments are used to define threat models even further. (Finnish 

Terminology Centre TSK 2017, 41). The National Institute of Standards and 

Technology (NIST) describes threat modeling as a risk assessment method that is 

used to model aspects of both offensive and defensive sides of a specific logical 

entity, which can be a system or an environment, an application or a host or even 

piece of data or information. (Souppaya & Scarfone 2016, 9).  

In practice, threat modeling is used to find security problems using abstractions of 

the system. Since many of the issues are unique to the specific design of the system, 

the abstractions layer aids the thinking of the risks towards the bigger picture to find 

issues and elements that other tools or procedures are unable to find. Abstracting 

the details when modeling what can go wrong also helps to discover analogies and 

finding similarities to problems encountered in other systems. Threat modeling has 

been used traditionally in software security; however, in recent years, threat 

modeling has been adopted in more complex systems instead of a single application. 

Today, the threat modeling has been adopted as a part of the security evaluation 

process in many cases in cyber-physical, autonomous and embedded systems, as 

well as cloud infrastructure fields.  
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Threat modeling usually leads to threat scenarios, which are a set of time ordered 

and discrete threat events attributed to a specific threat source (or multiple sources). 

Threat scenarios can be represented verbally, graphically or using a tree structure. 

In this thesis, threat modeling is a process that includes a different set of techniques 

to build, design, operate and manage a more secure system, service or product.  

3.2 Threats types and threat landscape 

The National Institute of Standards and Technology has a taxonomy of describing 

four threat source types, which are adversarial, accidental, structural and 

environmental. (NIST 2012, D-2). This categorization is very similar to the one used in 

the ISO/IEC 27005:2011, where threats are categorized either as deliberate, 

accidental or environmental. (ISO/IEC 27005:2011 2013, 42). In general, a threat 

source must have either a method to exploit a vulnerability intentionally or a 

situation (or method) to exploit vulnerability accidentally. NIST has further defined 

those four general threat source types as hostile and purposeful attacks; human and 

machine errors; environmental disruptions, such as disasters and accidents as well as 

structural failures. Hostile attacks can take place in the cyber or the physical domain, 

human errors can be a result of omission or commission, and disasters and accidents 

can be natural or human-made and this category also includes failures of resources 

that are beyond an organization’s control. Structural failures are related to 

resources, such as software, hardware and environmental controls that the 

organization has control over. (NIST 2012, 8). 

National level actors are often referred to as APTs, or advanced persistent threats, 

although APTs can also originate from organized crime and other well-resourced 

groups or these groups can act as a subcontractor for nation level actors. A common 

characteristic for APTs is an evolving set of TTPs, or tactics, techniques and 

procedures that are used to establish and maintain a presence in organizations’ 

information infrastructure and exploit the system to exfiltrate information with 

various purposes.  Usually, the objective is to corrupt mission-critical information or 

to degrade mission capabilities with governmental organizations and espionage with 

commercial organizations. TTPs are a set of sequential steps performed by 
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adversaries to conduct a cyber attack and are usually characterized by the resources 

required to be applied and the level of sophistication involved.   

As former Secretary of Defense of the United States Donald Rumsfeld responded 

once in a news briefing (U.S. Department of Defense 2002):  

Reports that say that something hasn't happened are always interesting 
to me, because as we know, there are known knowns; there are things 
we know we know. We also know there are known unknowns; that is to 
say we know there are some things we do not know. But there are also 
unknown unknowns -- the ones we don't know we don't know. And if 
one looks throughout the history of our country and other free 
countries, it is the latter category that tend to be the difficult ones.   

 

These unknown unknowns – the ones one does not know one does not know – are 

the reason why threat intelligence should be gathered, and threat modeling should 

be applied systematically, iteratively and regularly.  

3.3 Objectives and benefits of threat modeling 

Most of today’s business relies on information systems and usually requires new 

features to be added constantly to the systems. Using threat modeling in the early 

stages of development will probably decrease the total cost of the project since 

issues and design flaws that are found early are fixed more easily. As the threats are 

discovered and triaged at the early stages of development, this also clarifies security 

requirements and allows devoting resources to a consistent set of features and 

security properties. As a result, better designs and architectures are created and the 

need for later re-designing and re-factoring the system due to a constant stream of 

security bugs found is dramatically lowered. Hence, the final product becomes better 

and more secure. Additionally, the schedule usually becomes more predictable.  

Software, networking, and data elements are continually being added to new 

physical infrastructures and devices, hence creating new hybrid cyber-physical 

systems with various new threat types that traditional manufacturers may not 

understand or even consider as a threat. A growing number of threats and an 

expansive gap between attack patterns and countermeasures renders reactive 

mitigation methods more useless. Threat modeling these cyber-physical systems 
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becomes essential in order to find these threats and to produce more secure 

products. Instead of one-time endeavor, defense strategies become more iterative 

process because of the dynamic nature of security. Iterative modeling also fosters a 

greater understanding of likely and emerging new attack sources and methods.  

General “best practices” for security have become insufficient since they only cover 

general set of cases, threats, and vulnerabilities and do not consider the unique 

characteristics related to each system. Additionally, threat modeling is not a process 

that can be learned and remembered and then used in several different use cases 

homogenously. Therefore, threat modeling can elevate organizations’ culture to 

include a strategic analysis as a fundamental part of any process and develop further 

the discipline behind the threat analysis. Moreover, threat modeling helps in defining 

risk mitigation strategies better. 

3.4 Threat modeling methods 

Different threat modeling methodologies, frameworks, and tools have been 

developed. Some are more comprehensive than others; some have a higher 

abstraction level while some focus on a particular domain with greater granularity. 

Different methods can be distinguished by the logical entity that is being modeled 

(data, software, system, service, product), the phase of the entity’s lifecycle and the 

goal of the threat modeling. Threat modeling methods and tools can be consolidated 

with other methods and even risk management processes to create a custom toolset 

for special needs.  

There are a few general phases in the basic threat modeling method. First, one 

should understand the logical entity being modeled thoroughly; what does the 

system/application/host/data/service/product do, how is the data flowing through 

the entity, where and how is the data stored, who uses the object and so on. The 

same principles apply to non-technical contexts as well. 

3.4.1 Asset- and impact-centric modeling 

An asset-oriented approach begins with the identification of critical assets and 

impacts or consequences towards them. Asset-centric modeling focuses on 
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questions, such as what one’s most valuable assets are and what can go wrong with 

them. A list of valuable assets is then cycled through, and each asset is considered 

one at a time. Threat scenarios that can have an impact on the asset are described 

and prioritized. Assets that have a supporting role or can be used as a stepping stone 

to harm primary assets should be included. (Shostack 2014, 39).  

3.4.2 Attack(er)- and threat-centric modeling 

In this approach, potential adversaries and their characteristics, capabilities, 

resources, intent, relationships and/or behavior are being modeled. Understanding 

what adversaries desire to gain when attacking against a system, may give an 

organization more understanding and insight about the tactics, techniques, and 

procedures (TTP) of the possible adversaries. Adversary behaviors can be organized 

using a cyber attack lifecycle or cyber kill chain model into a threat scenario or attack 

scenario. 

Threat sources and/or events are usually identified first and threat scenarios and the 

developments of threats are described in more detail. Adversary characteristics and 

behaviors as well as intents and motivations are the key elements when identifying 

impacts. (NIST 2012, 15). Attacker-centric modeling focuses on questions, such as 

what the attacker wants and why as well as how attackers gain their objectives. 

3.4.3 Software- and system-centric threat modeling 

Software-centric threat modeling is performed during the software design and 

development process to reduce vulnerabilities in the software, while system-centric 

threat modeling focuses on operational systems to improve overall security and 

tends to be more informal and ad hoc compared to software-centric modeling. 

(Souppaya & Scarfone 2016, 9). Software-centric modeling focuses on questions, 

such as what the system is and how it works, as well as what can go wrong and how 

it can be used incorrectly or harmfully. Hence it is often vulnerability oriented. In 

software and system-centric modeling techniques, data flow diagrams are usually 

used to first model the system, data, and boundaries and then determine which 

threats are relevant to each component and trust boundary crossing.  
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3.4.4 Data-centric threat modeling 

Data-centric threat modeling focuses on protecting particular types of data within a 

system instead of particular hosts, operating systems or applications. The system and 

data of interest are identified and characterized and defined narrowly enough. 

Emphasis is given to the characteristics of authorized locations for storing, 

transmitting, executing, inputting and outputting data within the system: data flows 

between authorized locations, security objectives and people and processes 

authorized to access the data. (Souppaya & Scarfone, 2016). 

4 Existing methods and tools  

4.1 Attack/threat trees 

One of the oldest and most widely used methods for threat modeling cyber-only, 

physical systems as well as cyber-physical system was developed by Bruce Schneider 

in 1999. Attack trees or attack graphs are diagrams portraying attacks against a 

system in a tree form, where the root of the tree is the goal of an attack and the 

leaves of the three are ways to achieve that goal, as seen in Figure 2. Hence each 

goal is represented by a separate tree and results in a forest of attack trees. Existing 

and relevant attack trees can be used to find threats, or an attack tree can be created 

for a specific use case, however, creating general and multipurpose attack trees is 

challenging. Each node of the attack tree is iterated and it is analyzed if that issue 

impacts the system, which is usually modeled with data flow diagrams. (Shostack 

2014, 87-88). Today attack trees are often used in combination of with other 

methodologies. Figure 2 illustrates an attack tree. 

 



17 
 

 

 

Figure 2. Example of an attack tree     (Shostack 2014, 440) 

 

Project-specific trees can be created, and this approach often helps to organize 

threats better. First, the representation of the three is decided. Trees can be either 

AND- or OR-trees. A node in an AND-tree is only true if all the nodes below are true, 

while nodes in an OR-tree are considered true if any of the subnodes below are true. 

Next, the root node is created. The root node can represent a goal of the adversary 

or a high-impact action. Subnodes of high-impact actions should state what can go 

wrong for the node, while subnodes of a root node based on an attacker goal should 

present different ways the attacker can achieve that goal. Alternative ways to 

achieve that same goal are presented as unique subnodes. (Eng 2017, 16) 

Finally, the completeness of an attack tree is considered; is there a need for 

additional components, is there anything else that can go wrong or is there any other 

ways to achieve specific goals? Literature reviews and brainstorming can be used to 

find additional issues. Additionally, some pruning might be necessary. Each subnode 

should be analyzed whether it is duplicative or already prevented. Instead of deleting 

mitigated nodes, they should be marked so they can be ignored during the analysis, 

however, being still visible, people can see what attacks have already been 

considered. (Shostack 2014, 88-90) 
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4.2 STRIDE 

STRIDE is a mnemonic and stands for Spoofing, Tampering, Repudiation, Information 

Disclosure, Denial of Service and Elevation of Privilege. It is considered to be one of 

the most mature threat modeling methods. STRIDE was developed by Loren 

Kohnfelder and Praerit Garg in 1999 and adopted by Microsoft for their internal use 

to provide more secure software; hence it focuses heavily on software development. 

STRIDE is not a threat model or threat modeling framework per se but more of a 

categorization of threats to be considered when developing software. Table 1 

describes the different parts of the mnemonic and displays the property being 

violated. 

 

 

 

Table 1. STRIDE explained. 

 Description Property violated 

Spoofing Pretending to be something or someone you are not. Authentication 

Tampering Modifying something you’re not supposed to modify.  Integrity 

Repudiation Claiming you didn’t do something (regardless of whether 

you did or not). 

Non-repudiation 

Information 

disclosure 

Exposing information to people who are not authorized to 

see it. 

Confidentiality 

Denial of service Preventing system to provide service by exhausting 

resources. 

Availability 

Elevation of 

privilege 

Allowing program or user to do things that they’re not 

supposed to do. 

Authorization 

 

With STRIDE’s approach, the components, system entities, events, trust boundaries 

and data flows of the system are identified first. Trust boundaries are used to identify 

such crossing interactions that pose opportunities for attackers. Data flow diagrams 

(DFD) are drawn to document the system visually. This phase is the most crucial step 

since the accuracy of the DFDs dictate how successful threat modeling will be.  

(Shevchenko, Chick, O’Riordan, Scanlon & Woody 2018, 1). A very basic example of a 
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data flow diagram with most basic elements is shown in Figure 3. Any running code is 

displayed as rounded rectangle or circle and external entities, which are elements 

outside of an organization’s control (such as users or code in browsers and operating 

systems), are displayed as rectangles with sharp corners. Everything that stores data, 

i.e. filesystem, database or memory, is displayed with a label and two parallel lines. 

Communication (data flows) between processes, external entities, and data stores is 

presented with lines with an arrow showing the direction of the flow. Trust 

boundaries, drawn as dashed lines, isolate the trustworthy and untrustworthy 

elements and can represent both logical and physical boundaries. (Shostack 2014,  

35). 

Mnemonic is then used on found functions and processes, data objects and stores, 

interfaces and software techniques to find bugs or attack vectors that require 

mitigations. (Bodeau, McCollum & Fox 2018).  

 

 

Figure 3. Basic DFD elements 

 

Since STRIDE is primarily intended for analyzing bugs and vulnerabilities in software, 

getting the best results using STRIDE requires access to the source code. Hence, 
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STRIDE does not fit that well when threat modeling of cyber-physical systems, 

humans or distributed computing is required, although Khan, McLaughlin, Laverty, 

and Sezer have presented a comprehensive threat modeling framework for cyber-

physical systems using STRIDE in their research. Authors consider STRIDE as a light-

weight and effective threat modeling methodology that simplifies the identification 

of vulnerabilities in cyber-physical systems.  (Khan, McLaughlin, Laverty & Sezer 

2018). 

Scandariato et al. evaluated the performance and productivity of the STRIDE with 

quantitative observations in laboratory conditions. Their descriptive study proposes 

that while STRIDE as a threat modeling method is easy to learn and execute and has 

a low rate of false positives, the rate of false negatives, meaning that many threats 

are not detected, is moderately high and the modeling process is time-consuming. 

(Scandariato, Wuyts & Joosen 2013) 

There are also few STRIDE variations, two most commonly used of which are STRIDE-

per-element and STRIDE-per-interaction. The former approach assumes that certain 

threat types are more dominant with different DFD elements. This simplifies the 

threat modeling process since it is easier to focus on the threat types that are most 

relevant to specific DFD element and threats that are not likely are discarded. The 

latter approach focuses on data flows between DFD components. Each interaction 

between components is examined and relevant threats to those interactions are 

identified. (Eng 2017, 14-16) 

4.3 DREAD 

DREAD is another acronym created by Microsoft and it stands for discoverability, 

reproducibility, exploitability, affected users and damage potential. Discoverability 

determines how easily a vulnerability is detected for a given application 

environment. Reproducibility helps to determine whether an attack can be 

successfully repeated. Exploitability defines how easy it is to exploit a known 

vulnerability and what kind of expertise or resources are needed. Affected users 

forecast the impact on different types of users using the application, and damage 
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potential evaluates the outcome and overall impact of successful exploitation of a 

vulnerability. (UcedaVélez & Morana 2015, 167) 

This method emphases the use of a scoring system to prioritize and evaluate threats 

identified by STRIDE or any other methodology by giving each threat a score value of 

the probability of occurrence in all five categories. Values are then averaged and 

compared to other averages. The DREAD model may help to determine where most 

of the effort should be applied to ensure a systems security. Thus, it can be used as a 

quick risk assessment or analysis tool, since business risks can be illustrated with the 

viability of an attack and during the risk rating, a modeler can understand the key 

variables better. (Bodeau et al. 2018) 

Although Microsoft has abandoned DREAD from their internal software development 

toolset in 2010 as too subjective and therefore leading to odd results in many 

circumstances and omitting many risk factors, DREAD is still used and suggested as 

an element to threat modeling in many sources. (Shostack 2014, 180).  For example, 

Kaur and Sharma describe a recent threat model where DREAD is applied to get 

threat ratings and prioritize the relevant threats for an outsourcing business (Kaur & 

Sharma 2017). 

4.4 PASTA 

PASTA (or P.A.S.T.A) stands for Process for Attack Simulation and Threat Analysis. 

The goal of this framework, developed by Tony UcedaVélez in 2012, is to merge 

technical requirements with business objectives. Although UcedaVélez considers 

PASTA as a risk-centric framework, it has an attacker-centric perspective, and it 

produces an asset-centric output. The main goal of the method is to provide a risk 

mitigation framework that is based on viable threat patterns against various types of 

mainly unpredictable and sophisticated threats and motives, thus, this step-by-step 

and iterative approach focuses on understanding business impact, researching 

threats and developing effective countermeasures as well. PASTA aims to involve all 

the key decision makers in the process and include security input from multiple 

domains.  (Shevchenko et al. 2018, 4). 



22 
 

 

PASTA contains seven stages, each of them with multiple activities. The first stage 

focuses on identification and preparation of risk profiles by defining objectives, such 

as business, financial and operational objectives, moreover security and compliance 

requirements are identified and defined. Additionally, Business Impact Analysis (BIA) 

is conducted, and finally a risk profile is defined.  The nature of the first stage 

requires knowledge about the business processes, financial aspects and governance; 

hence the primary participants should include project, business and development 

managers as well as information security officers.  (UcedaVélez & Morana 2015, 344-

363) 

During the second stage of PASTA, the technical scope is defined with five distinct 

activities in order to understand the underlying technology and map boundaries of 

the technical environment by identifying dependencies in infrastructure, application, 

and software. Thus, software components, system-level services, and third-party 

infrastructure are enumerated, actors and data sinks and sources are identified, and 

the completeness of secure technical design is asserted. While the primary goal of 

this stage is to know the system in question thoroughly, the outcome should be a list 

of the underlying technology stack, including platforms and systems, databases, 

servers, infrastructure related hardware and any other asset that is used to achieve 

objectives defined in the first stage. Non-relevant assets should be excluded from the 

technical scope. Since the second stage is more technical and security-related, 

participants should include architects, system administrators, engineers, and 

developers. (UcedaVélez & Morana 2015, 368, 384-387). 

The third stage consists of activities aiming to decompose and analyze the 

application in more detail. First, all use cases of the application are enumerated in 

order to capture all planned functionalities of the application. This information is 

then used in the second activity to build DFDs that are understandable by the whole 

team and include all the essential functions and interactions. In essence, they are an 

illustration of how different components are interrelated. An example of a data flow 

diagram of user self-enrollment is presented below in Figure 4.  
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Figure 4. Example of a DFD  (UcedaVélez & Morana 2015, 404) 

 

Next, security functional analysis is conducted, and trust boundaries are added to the 

DFDs. These trust boundaries reveal the areas where new security countermeasures 

are needed. The application decomposition and dissection stage should include 

architectural, logical and physical areas in order to be complete: thus, it is imperative 

to understand how data flows across the application and between components. 

Therefore architects, developers, and system engineers should be included in this 

stage. (UcedaVélez & Morana 2015, 393-414). 

The actual threat analysis is conducted on the fourth stage, and the key objectives of 

this stage include reviewing credible and diverse sources of threat data, leveraging 

internal sources of data, such as logs, alerts and security incidents, enumerating 

likely threat agents, identifying most likely threats and determining threat likelihood. 

These objectives are achieved during the six activities described next. First, the 

overall threat scenario is analyzed by identifying likely threat patterns that are used 

to target applications with similar architecture, use or technology involved, i.e. list 

threats against the application data, components, human and physical resources and 

affiliated infrastructure and applications.  Next, threat intelligence is gathered from 

internal sources, mainly from reported incidents and central log data, including but 

not limited to alert logs from firewalls and intrusion detection systems, application 

and server logs, access control logs, database logs, and proxy logs but also human 

resource and facilities management reports. One good source for threat intelligence 
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is Security Incident and Event Monitoring system (SIEM) in conjunction with the 

Security Operations Center (SOC). After that, threat intelligence is gathered from 

external sources, such as threat feeds subscribed from third-party managed security 

service providers (MSSP) and correlated with the application environment and 

internal threat intelligence. Threat libraries should then be updated, and PASTA 

encourages to use libraries such as CAPEC and OWASP. Building and updating an 

attack library helps to form attack trees and capture the threat to attack 

relationships. The fifth activity maps threat agents to assets. A threat agent is any 

individual or group with adversarial intent. The outcome of this stage is a tree-like 

structure with separate branches for assets, use cases, and threats. Finally, 

probabilistic values based on considerations for access, opportunity window, the 

reward for the adversary, simplicity level of the threat and ability to repudiate, are 

assigned to each identified threat. Incident responders and network operation 

engineers, or security operation center analysts are key participants and should be 

included in stage four. (UcedaVélez & Morana 2015, 420-437) 

During the fifth stage, weaknesses and vulnerabilities present across the application 

are identified and analyzed with five specific activities. First, existing vulnerability 

data is reviewed and correlated.  Establishment of a historical context for what 

vulnerabilities and weaknesses have been found previously in the applications alike 

gives an excellent starting point. However, vulnerability information should be 

“fresh”, and too old information should be excluded unless the application under 

threat modeling is legacy or updates are disregarded due to other issues such as 

software incompatibilities. The authors suggest that vulnerability data should not 

exceed twelve months because reviewing old vulnerabilities that might be mitigated 

with recent patches or updates, makes reviewing vulnerabilities too laborious.  

Besides the application itself, the data should also include vulnerabilities relevant to 

the asset employed by the application, actors, client and server software, third-party 

software, running services as well as application frameworks, architecture and data 

sources. Combining the existing vulnerabilities and threat intelligence with historical 

data and other data collected in previous stages, weak design patterns in the 

architecture can be identified next. Using data flow diagrams generated during the 

third stage, data security is reviewed to make sure that appropriate security controls 
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are applied to the data, no matter if it is at rest, in transit or being processed. Then, 

threats from the attack trees are mapped to vulnerabilities. As a result, abuse cases 

and vulnerability branches are added to the attack tree; an example of such tree can 

be seen in Figure 5.  

 

Figure 5. An attack tree  (UcedaVélez & Morana 2015, 450) 

 

The abuse cases provide an understandable way to describe high-level attack plans 

and they are used to map use cases and threats without knowledge about a specific 

attack vector. Abuse cases are supported by the vulnerability branch to provide a 

plausible entry point for an attack. The fourth activity in this stage contains a 

contextual risk analysis that is based on threat vulnerability. Prioritization model for 

remediation starts to emerge, since identified threats against the most important 

assets with known vulnerabilities or design flaws receive more attention, while some 

vulnerabilities or design weaknesses facilitate specific abuse cases. As a result, the 

possibility of an attack and an association of how attacks can exploit vulnerabilities 

and design flaws becomes more evident. The fifth and last activity of this stage 

involves conducting targeted vulnerability testing. To avoid scope creep that is a 

common problem for vulnerability testing, vulnerability trimming is performed. In 

this process, only relevant vulnerabilities are selected, based on threat relevance and 
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application components. Several active and passive network and application 

scanners exist and can be used, and all in-scope asset or component that have not 

been scanned previously should be included. (UcedaVélez & Morana 2015, 439-456) 

The main objective for the sixth stage is to complete the attack tree with attack 

modeling and simulation. Activities in this stage should be done in parallel to the 

development phase. First, possible attack scenarios are analyzed further with the 

enumeration of the threat hierarchy. The process starts from the logical root of the 

asset and continues through other branches. In the end, a list of possible attack 

scenarios that are operationally possible and technically feasible given the known 

vulnerabilities in the environment is formed. Next, the attack library/vectors and 

control framework are updated to ensure that attack lists and possible control 

measures are vast enough to build a threat model. Comprehensive and up-to-date 

attack pattern libraries including a broad range of attack vectors are mandatory as is 

a list of possible controls. Both should be developed and maintained. Attack patterns 

are a collection of sequential or non-sequential abusive actions against a target, and 

each pattern represents a collective of abuse cases for an attack. Authors 

recommend CAPEC as suitable attack library. If an internal library is being developed, 

new attack patterns should be added and normalized. Then, the attack surface is 

identified, and attack vectors are enumerated to finalize attack trees. The attack 

surface consists of each possible attack that can exploit identified vulnerabilities. The 

completed threat trees provide a visual representation of the relationships between 

attacks, vulnerabilities and preceding contributing factors that sustain the attack, 

such as abuse cases and threats. (UcedaVélez & Morana 2015, 457-468) 
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Figure 6. An example of a completed attack tree (UcedaVélez & Morana 2015, 474) 

 

As seen in Figure 6, each attack tree contains a layer for an asset that can be a server, 

service, component or data source, use case that reveals the use case associated 

with the target asset, a threat that describes the planned menace to the asset in 

high-level, abuse case that provides a counter to the use case’s objective, 

vulnerability that reveals the flaw in business logic, software or design, an attack that 

depicts the pattern or payload to the target based on vulnerability and impact that 

describes the outcome of a successful attack. The probability and impact of each 

attack scenario are assessed to identify the most crucial parts for threat mitigations.  

Determining probability can be achieved with the following criteria. Attack 

prerequisites describe sine qua non conditions, such as how much time a successful 

attack requires, how complex it is or what it costs to achieve (in means of resources, 
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tools, etc.). Vulnerability maturity characterizes the weakness or vulnerability based 

on how widely it is disclosed and exploited, how recent the vulnerability is and how 

much information is available about the vulnerability (proof-of-concept, exploit kits 

and tools). Hackability defines how easy it is to exploit a weakness or vulnerability 

either partially or fully. Another way to estimate probabilities is based on contextual 

information about threat model components and evaluate the probability of threat 

agents, motives and abuse cases against target assets and maturity of vulnerabilities 

and rate the severity of the threat, vulnerability and impact. Finally, a set of attack 

cases is derived in order to test the existing countermeasures; then attack driven 

security tests and simulations can be conducted to demonstrate attack viability by 

denoting the impact and probability of the attacks defined in the attack trees. 

(UcedaVélez & Morana 2015, 457-468) 

The seventh and last stage of PASTA focuses on mitigating the relevant threats to 

application, team or business with activities including calculation of the risk of each 

threat, identification of countermeasures, calculation of residual risks and formation 

of recommended strategies to manage risks. Each threat in attack trees should be 

assigned a percentage weight of the probability based on internal threat data, 

external threat intelligence and viability of attacks. The right countermeasures are 

then added to finish the attack trees, and residual risks are calculated with a formula 

that consisting of threat, vulnerability and impact levels, probability coefficient and 

the number of countermeasures and the effectiveness of the countermeasures. 

Finally, the risk profiles associated with the system or application are updated in co-

operation with compliance and risk management teams. (ibid. 471-476). The 

summary of all the stages and activities in PASTA is illustrated in Figure 7.  

 



29 
 

 

 

Figure 7. Summary of PASTA  (UcedaVélez & Morana 2015, 481) 

 

4.5 NIST Special Publication 800-154 

The National Institute of Standards and Technology has published a guide for data-

centric system threat modeling. The guide is not intended to be a new method, but 

merely an introduction to data-centric system threat modeling. There are four major 

steps presented in the publication. First, system and data should be identified and 

characterized. The identification process should be narrow enough to include only 

specific data on a specific host or a small group of closely related hosts and devices. 
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Characterization refers to the process where the system’s operation and usage are 

understood thoroughly. At the minimum level of understanding, authorized locations 

for the data within the system (such as storage, transmission, execution environment 

and input/output), how the data travels between these locations, security objectives 

related to the data and people and processes authorized to access the data are 

defined. Then, potential attack vectors that could affect negatively any of the 

identified security objectives for any of the authorized data locations are identified 

and selected. It is recommended to include all the attack vectors to the model, 

although this might require too many resources. As a general guideline, criteria for 

including or excluding attack vectors should be based on the relative likelihood and 

the impact of a successful attack. (Souppaya & Scarfone, 2016) 

During the third phase, security controls for mitigating the attack vectors are 

characterized. For each selected attack vector, security controls that help to mitigate 

the associated risk and are feasible to accomplish, are identified and documented. 

The effectiveness of each control is estimated and ranked with a method that is 

comparable across mitigations and attack vectors. Additionally, the negative 

implications, such as increased cost or reduced performance, functionality, and 

usability, are determined for each control.  Finally, the threat model is analyzed. This 

process verifies the characteristics and documentation from the previous steps and 

compares all the characteristics together in order to determine how risks can be 

reduced across all the attack vectors. Overall effectiveness and relative weights are 

evaluated for each attack vector/security control pair. (Ibid. 11-16) 

While this publication describes a qualitative approach to threat modeling primarily, 

using quantitative approach would provide more precise and accurate results. This, 

however, requires more resources and would not scale for large and complex 

systems without massive automation on gathering and analyzing metrics. The 

qualitative approach provides other benefits. A narrative approach to defining attack 

vectors can be a flexible way to convey multiple pieces of data in the same content, 

e.g. the source of malicious content, a vulnerable processor of that content and the 

nature of the malicious content itself. The narrative approach also makes the 

documents easier for others outside the threat modeling team to understand attack 

vectors and risks involved.  (ibid. 17-18).  
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4.6 OCTAVE (Allegro) 

OCTAVE, an acronym for Operationally Critical Threat, Asset, and Vulnerability 

Evaluation, was published in 1999 by Carnegie Mellon Software Engineering Institute 

and was refined in 2007 to its current version called Allegro. The main goal was to 

develop a streamlined and optimized process to evaluate information security-

related risks with only a small investment of limited resources, such as time and 

people. The original OCTAVE approach is performed in three phases. First, asset-

based threat profiles are created by identifying organizations valuable information-

related assets and their current protection strategies, prioritizing assets and selecting 

most critical assets and documenting their security requirements. Threats interfering 

those requirements are then identified.  During the second phase, the analysis team 

evaluates information infrastructure and identifies vulnerabilities based on threat 

profiles created in the previous phase. In the third and last phase, the team develops 

a security strategy and plans for risk mitigation for critical assets. OCTAVE is primarily 

intended for large organizations with 300+ employees, multilayered hierarchy and 

self-maintained ICT infrastructure. However, variations of OCTAVE, such as OCTAVE-S 

for small organizations, exist. Instead of formal and knowledge eliciting workshops, 

OCTAVE-S relies on an analysis team with thorough knowledge of threats, essential 

assets, security requirements and security practices relevant to the organization. 

OCTAVE-S is also a more structured method and requires a narrower examination of 

the infrastructure.  ( (Caralli, Stevens, Young & Wilson 2007, 2-4) 

Being an information-centric and risk-based strategic assessment and planning 

method, OCTAVE Allegro aims to allow more robust risk assessment results with less 

knowledge about extensive risk assessment. OCTAVE Allegro focuses primarily on 

information assets; how and where those assets are used, stored, processed and 

transported, but also how and where these assets are exposed to threats, 

vulnerabilities, and disruptions. This refined method has eight steps in four stages. 

The first phase, “Establishing drivers”, includes establishing a set of qualitative 

measures that build risk measurement criteria consistent with organizational drivers. 

In the second phase, “Profile assets”, profiles of critical information assets are 

developed to establish clear boundaries surrounding the asset and to identify asset-

related security requirements adequately. The asset profile describes clearly and 
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consistently unique features and qualities of an asset, as well as its characteristics 

and value. Additionally, the asset containers or locations where assets are stored, 

transported or processed are identified. A container can be a person, an object or a 

technology and can reside within the organization’s boundaries or out of direct 

control of the organization. Notably, an asset can have multiple containers. The third 

phase, called “Identify threats”, has two steps. The real-world scenarios, referred to 

as areas of concerns, are identified, as are different threat scenarios in the context of 

the locations mapped previously. In other words, possible conditions or situations 

that can threaten an organization’s information asset are identified based on the 

location of an asset or where the asset “lives”; hence, the number and types of 

assets involved in the process are limited as well as is the amount of information that 

needs to be gathered and analyzed. The purpose is not to capture all the possible 

threat scenarios, but effectively capture situations and conditions that arise naturally 

from the brainstorming session. The fourth and last phase contains steps for 

identifying and analyzing risks and selecting mitigation approaches. The risk picture is 

completed with the consequences to the organization of an identified threat being 

realized, and all the possible impacts are mapped. Then, a simple quantitative 

measure is calculated to get a relative risk score for each risk, and finally, a mitigation 

strategy for each high score risk is developed. (Caralli et al. 2007, 17-20). All the 

phases and steps described above can be seen in the OCTAVE Allegro roadmap 

illustrated in Figure 8. 
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Figure 8. Stages and steps in Octave Allegro (Caralli et al. 2007, 4) 

 

OCTAVE Allegro provides four threat trees to help threat modelers to consider 

additional threats: human actors, using technical means, human actors using physical 

access, technical problems and other problems. Actors, assets targeted or affected 

by threats, access, means, motives and outcomes, which can be either disclosure, 

modification, destruction, loss or interruption, are vital attributes of the treat 

modeling approach in OCTAVE Allegro. (Caralli et al. 2007, 17-20) 

4.7 CAPEC 

The CAPEC or Common Attack Pattern Enumeration and Classification is a publicly 

available highly structured set of attack patterns. It was initially established by the 

U.S. Department of Homeland Security, released in 2007 and resides now under 

MITRE. Although the CAPEC is not a threat modeling method per se, as a 

classification of common attacks, it can be used in threat modeling by reviewing the 

application against CAPEC entries or categories. Since CAPEC has a vast amount of 

different threats categorized (at the time of writing this, CAPEC had 519 different 

attack patterns and 49 categories listed on the site), it can also be used to train 

people about the breadth of the threat landscape. Attack patterns describe common 
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elements and techniques used to exploit weaknesses, therefore helping to 

understand adversary behavior more widely. (MITRE 2018) 

There are three different types of attack patterns: meta, standard and detailed 

attack pattern. Meta-level patterns describe attack methods or techniques on a more 

general and higher level and avoid any details on specific implementation or 

technology. Meta-level patterns are useful when designing the architecture of the 

system and a generalization of related standard attack patterns. Thus, standard 

patterns focus on a specific technique or method and aim to provide enough details 

and information about that technique or method, which often is only a single piece 

of a fully executed attack. Detailed attack patterns provide even more low-level 

details on a specific technique with the complete execution flow explained. This 

execution flow usually contains multiple standard-level attacks chained together. 

(Ibid.) 

CAPEC contains six domains of attack: software, hardware, communications, supply 

chain, social engineering, and physical security. These domains can be used to find 

meta-level attack patterns. Attack patterns can also be navigated by attack 

mechanisms; nine mechanisms existed at the time of writing:  

- Engage in Deceptive Interactions  

- Abuse Existing Functionality 

- Manipulate Data Structures 

- Manipulate System Resources  

- Inject Unexpected Items 

- Employ Probabilistic Techniques 

- Manipulate Timing and State 

- Collect and Analyze Information  

- Subvert Access Control 

 

Besides providing insight on how adversaries may design and execute attacks, attack 

patterns also recommend methods for mitigating that specific attack. The “file” 

describing an attack pattern usually contains a description of the attack, likelihood 

and severity estimations and information about relationships, execution flow, 

prerequisites, required skills and resources, indicators, consequences, mitigations, 

example instances, and related weaknesses. (MITRE 2018). Example of an CAPEC 

attack pattern taken from the CAPEC web site can be seen in Figure 9. 
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Figure 9. An example of CAPEC attack pattern 

 

In summary, CAPEC helps to understand adversary behavior and categorize attacks in 

a meaningful way to teach designers and developers about various attack 

mechanisms and mitigation tactics available. Hence, CAPEC is most suitable for 

application threat modeling. Many of the attack patterns listed by CAPEC are 

employed by adversaries using techniques described in ATT&CK. 

4.8 ATT&CK 

Adversarial Tactics, Techniques, and Common Knowledge or ATT&CK is a framework 

that focuses on network defense and it is based on real-world observations gathered 

through research, penetration testing and red teaming, threat intelligence reports, 

conferences and malware samples. The framework was first created in September 



36 
 

 

2013 by MITRE for a research project and has been publicly available since 2015. The 

goal of the ATT&CK is to document common tactics, techniques and procedures 

(TTPs) used by advanced persistent threats (APTs) to target, compromise and 

operate in an enterprise network in order to provide a large knowledge base of 

adversarial techniques, that does not focus on the tools or malware but how 

adversaries interact with the system during an operation. Today, ATT&CK has 

expanded to incorporate techniques outside the solely Windows-based systems and 

now has techniques that can be used in multiple operating systems and platforms, 

such as Linux, macOS, and mobile devices as well as pre-exploit related strategies for 

planning and conducting operations. (Strom, Applebaum, Miller, Nickels, Pennington 

& Thomas 2018, 1)  

Tactics describe the “why” of a technique and represent the tactical objective of an 

adversary, i.e. the reason for an adversary to perform a specific action. In the future, 

MITRE is moving towards one single matrix instead of three different ones; however, 

today there are three tactics matrices available: Enterprise, Mobile and PRE-

ATTA&CK as presented in Table 2.  

 

Table 2. ATT&CK tactics  

Enterprise Tactics Mobile Tactics PRE-ATT&CK Tactics 

Initial Access (10) Initial Access (9) Priority Definition Planning (13) 

Execution (33) Persistence (6) Priority Definition Direction (4) 

Persistence (58) Privilege Escalation (2) Target Selection 

Privilege Escalation (28) Defense Evasion (8) Technical Information Gathering (5) 

Defense Evasion (63) Credential Access (11) People Information Gathering (20) 

Credential Access (19) Discovery (8) Organizational Information Gathering (11) 

Discovery (20) Lateral Movement (2) Technical Weakness Identification (9) 

Lateral Movement (17) Effects (6) People Weakness Identification (3) 

Collection (13) Collection (12) Organizational Weakness Identification (6) 

Exfiltration (9) Exfiltration (3) Adversary OPSEC (23) 

Command and Control (21) Command and Control (3) Establish & Maintain Infrastructure (16) 

 Network Effects (9) Persona Development (6) 

 Remote Service Effects (3) Build Capabilities (11) 

  Test Capabilities (7) 

  Stage Capabilities (6) 
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The number inside the parentheses suggests the number of tactics inside a category 

at the time of writing. The matrix provides a visualized way to see the relationship 

between tactics and techniques. ATT&CK for Enterprise describes actions that 

adversaries may take during an intrusion in order to compromise and operate within 

the enterprise network and focuses on adversary’s post-compromise behavior 

derived from the later stages of Lockheed Martin’s Cyber Kill Chain. The enterprise 

version has three platforms defined (Windows, macOS and Linux). 

The ATT&CK for Mobile focuses on threats against mobile devices and other 

elements of the mobile ecosystem in the mobile environment including two 

platforms (Android, iOS) and relies heavily on NIST’s Mobile Threat Catalogue. Few 

additional tactics are added compared to the Enterprise-version. For example, 

network-based effects include tactics and techniques that can be employed without 

direct access to the mobile device. Differences occur within the common categories 

between these models, since there are architectural variations, such as multiple 

radio interfaces and environmental sensors, sandboxes, always-on power-state, and 

omnipresent network connectivity, between mobile and computer platforms that 

expose new threats. (Strom et al. 2018, 7) 

PRE-ATT&CK expands the tactics beyond technology domains. This section contains 

hostile behavior during reconnaissance and weaponization prior to the intrusion. If 

the previous tactics were derived from the later stages of the Cyber Kill Chain, PRE-

ATT&CK completes the kill chain by focusing on the first two stages. Tactics, 

techniques, and procedures that are used to choose a target, gather information and 

launch a campaign are listed in the PRE-ATT&CK. (Ibid., 8) 

Techniques describe “how” adversaries achieve their tactical objectives using an 

action or “what” adversary gains by performing that action. Many of the techniques 

described in ATT&CK complement the CAPEC’s attack patterns and can be used to 

educate both red teams or penetration testers and blue teams or defenders. Each 

technique object contains a name, ID, tactic and description as well as information 

about the platform, system requirements, required permissions, effective 
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permissions, data source, remote support, defense bypass, CAPEC ID, contributor, 

examples, detection, and mitigation as seen in the screenshot taken from ATT&CK 

web site (Figure 10). (Strom et al. 2018, 9) 

 

Figure 10. Example of an ATT&CK technique 

 

Besides tactics and techniques, ATT&CK also provides lists of groups and software. 

The group-list contains details of known adversaries or APT groups that are being 

tracked by different organizations and security communities. Merely, groups are 

named intrusion sets, threat or actor groups or campaigns that involve a targeted 

and persistent threat activity. Many of the groups have multiple names associated 

since various organizations track the same activity set with different names and 

group definitions among organizations can be only partially overlapping. Each entry 

in the group-list contains a name, ID, description, as well as information about 
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aliases, techniques and software group is reported to be using. (Strom et al. 2018, 

10-11). At the time of writing, 78 different groups existed in the list.  

Software-list consists of tools and applications used by adversaries. There are three 

higher-level categories: tools, utilities, and malware. Each category can include 

custom, commercial and open-source code. The list can help analysts to understand 

how legitimate software can be used to perform hostile actions. Just like with the 

group, the software can have multiple names. Entries for software-list consist of a 

name, ID, and description and information about aliases, software type, platform, 

and related techniques and groups. (ibid., 11-12). At the time of writing, 328 

different entries were listed in the software list. Each component or object is related 

to other components. The high-level representation of the relationship for different 

ATT&CK objects can be seen in Figure 11.  

 

 

Figure 11. Relationships between ATT&CK objects (Strom et al. 2018, 12) 

 

4.9 TARA (MITRE) 

Threat Assessment and Remediation Analysis (TARA) is an engineering methodology 

developed by the MITRE for identifying and assessing cyber threats and determining 

appropriate and effective countermeasures against those threats to promote greater 

mission assurance within the system acquisition lifecycle. It is a system level 

engineering practice within the MITRE Mission Assurance Engineering (MAE) 

portfolio, which is intended to provide mission assurance against APTs. Hence 

MITRE’s TARA also focuses on advanced persistent threats. 
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TARA assessment is used on cyber assets, i.e., any IT asset that either stores, 

transports or processes information in order to identify and prioritize high-risk 

adversarial tactics, techniques and procedures (TTPs) these assets might be 

susceptible to. The approach can be used on both deployed systems and systems 

that are still in their acquisition phase.  

There are three activities and three workflows supported by these activities 

described in MITRE’s technical report: Cyber Threat Susceptibility Analysis (CTSA), 

Cyber Risk Remediation Analysis (CRRA), and Data and Tools development are the 

activities, while TARA assessments, catalog development, and toolset development 

are workflows. TARA assessment uses two different catalogs, one with information 

about known adversarial TTPs, and the other with its focus on available 

countermeasures.  

The assessment process begins with establishing an assessment scope in order to 

define and identify which assets and TTPs are evaluated. Usually, the scope also 

includes the types of adversaries. Then Cyber Threat Susceptibility Analysis is applied 

to assess how vulnerable each asset is to a range of TTPs. Implausible TTPs are 

eliminated, and a consistent scoring model between different assessments is applied 

to the TTPs that cannot be eliminated. This ranking is based on a range of continually 

evolving criteria, such as impact, likelihood, downtime, restoration costs and level of 

sophistication. The scoring of the risks helps to set priorities on where to apply 

security measures to reduce the system’s susceptibility to the cyber attack. As a 

result, from the CTSA, plausible attacks alongside with risk score and adversary type 

mapped to each cyber asset are listed in a Threat Matrix. Finally, the Threat Matrix is 

used in Cyber Risk Remediation Analysis to determine countermeasures that will 

reduce or eliminate the asset’s susceptibility to attack. (Wynn, Whitmore, Upton, 

Spriggs, McKinnon, McInnes, Graubart & Clausen 2011, 1-15). Figure 12 illustrates a 

threat matrix. 
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Figure 12. Example of a threat matrix in TARA (Wynn et al. 2011, 23) 

 

Other workflows, catalog, and toolset development ensure that TTP and 

countermeasure catalogs and their mappings are up-to-date. The data to these 

catalogs is derived from both open source and classified sources.  (Wynn et al. 2011, 

1-15) 
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4.10 TARA (Intel) 

Intel Corporation also has a methodology with an acronym TARA (Threat Agent Risk 

Assessment) published in December 2009 by Matt Rosenquist. Apart from the 

acronym, it has nothing in common with the MITRE’s TARA. Intel’s methodology 

relies heavily on the Threat Agent Library (TAL) initially described in another white 

paper written by Timothy Casey in 2007. Apart from Rosenquist’s and Casey’s white 

papers, complete libraries seem to be confidential and are not publicly available.  

The main goal of the TARA is to identify most likely attack vectors so that information 

security strategies can be focused on information security areas of the most 

significant concern, thus having the highest overall risk rating. According to the white 

paper, TARA applies specifically to information security and is used merely as a 

planning tool. In the first phase, all possible threat agents, attacker objectives and 

attack methods are identified. Threat agents are the origin of risks and are classified 

based on different characteristics, such as skills, capabilities, resources, intent, and 

access. Defining their motivations and objectives leads to probable attack methods. 

When these methods intersect a vulnerability with no mitigations or controls in place 

the area of exposure is defined. This area of exposure, combined with the possible 

impact, critical and high-priority areas of concern is formed. (Rosenquist 2009, 3-4) 

Intel’s Threat Agent Library (TAL) contains a set or library of threat agents relevant to 

Intel. There are eight common threat agent attributes and 22 different threat agent 

archetypes (although there are only 21 presented in the white paper’s matrix; the 

missing one is probably environmental agents, used by some Intel business units). 

The characteristics are listed in Table 3. (Casey 2007, 5). In 2015, Intel modified a list 

of attributes to include motivation and identified ten elements of the motivation 

parameter (ideology, coercion, notoriety, personal satisfaction, organizational gain, 

personal financial gain, disgruntlement, accidental, dominance, and unpredictable), 

and modified its model so that each agent can have multiple motivations (defining 

motivation, co-motivation, subordinate motivation, binding motivation, and personal 

motivation). (Bodeau et al. 2018, 22). Table 3 illustrates the threat agent attributes. 
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Table 3. Threat agent attributes 

Attribute Variation Description 

Intent Hostile 

Non-hostile 

harmful and purposeful 

friendly or accidental 

Access (to 

company’s assets)  

Internal 

External 

 

Outcome Acquisition/Theft 

Business Advantage 

Damage 

Embarrassment  

Technical Advantage  

for resale or extortion 

to increase the ability to compete 

towards personnel, assets, information 

to cause a loss in credibility or brand image 

in specific product or production capability 

Limits Code of Conduct 

Legal 

Extra-legal, minor 

Extra-legal, major 

laws and other ethical rules within a profession 

applicable laws 

minor and non-violent lawbreaking 

no account of the law 

Resource Individual 

Club 

Contest 

Team 

Organization 

Government 

independent and average resources 

social or volunteer-based interaction within a group 

short-lived, maybe anonymous interaction 

a formally organized group with a leader 

larger and better resourced  

very well resourced and long-term 

Skill level None 

Minimal 

Operational 

Adept 

no expertise or training 

use of existing techniques and tools 

can create new methods 

expert in technology and attack methods 

Objective Copy 

Destroy 

Injure 

Take 

Don’t Care 

 

 

 

 

no rational plans or opportunistic objective 

Visibility Overt 

Covert 

Clandestine 

Don’t Care 

an attacker is known before or at the time of execution 

the attack is noticed but attacker remains unidentified 

attack and the identity of the attacker is meant to be a secret 

no rational plans or has no importance on secrecy 
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Each agent archetype listed in Table 4 is defined with various attributes. 

Environmental agents, such as natural disasters and pandemics are used if needed. 

Each threat agent also has an up-to-date rating based on the agent’s recent activity 

and this rating is updated every six months. (Casey 2007, 5-8). The descriptions for 

each agent archetype as well as the distinction between hostile and non-hostile 

agents can be seen in Table 4. 

 

Table 4. Threat agent archetypes 

 Agent Description 

N
o

n
-h

o
st

ile
 Employee, reckless A current employee who deliberately circumvents safeguards 

Employee, untrained Current employee unknowingly misuses system or safeguards 

Information Partner Someone with whom the organization has voluntarily shared 

sensitive data 

H
o

st
ile

 

Anarchist Rejects all forms of structure and acts with few constraints 

Civil Activist A highly motivated but non-violent supporter of a cause 

Competitor Business adversary  

Corrupt Government Official Using his or her position inappropriately 

Cyber Vandal Has no strong agenda, but enjoys intrusion and destruction 

Data Miner An external professional that gathers data 

Employee (disgruntled) A current or former employee with harmful intents 

Government Spy State-sponsored insider 

Government Cyberwarrior A state-sponsored attacker with significant resources 

Internal Spy Professional that gathers data internally 

Irrational Individual Someone with illogical and irrational behavior and purpose 

Legal Adversary An adversary with legal proceedings 

Mobster Member of organized crime with significant resources 

Radical Activist Highly motivated, a possible violent supporter of a cause 

Sensationalist Attention-grabber 

Terrorist A person with socio-political agenda and violent methods 

Thief Opportunistic 

Vendor Business partner 
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In addition to TAL, TARA also relies on two other libraries: Common Exposure Library 

(CEL) and Methods and Objectives Library (MOL). CEL enumerates known 

vulnerabilities and exposures at Intel and maps relevant vulnerabilities against 

existing controls, while MOL lists known objectives including attacker’s motivation 

and goal, most likely methods leading to these objectives as well as the resulting 

impact from the successful attack. (Rosenquist 2009, 4) 

4.11 IDDIL / ATC 

“There are no idle (IDDIL) threats – they attack (ATC)” is a phrase provided by the 

creator of this methodology, Lockheed Martin, to help with memorizing the acronym 

better. The mnemonic contains the following steps: 

- Identify Assets 

- Define the Attack Surface 

- Decompose the System 

- Identify Attack Vectors 

- List Threat Actors 

- Analysis and Assessment 

- Triage 

- Controls 

 

The IDDIL phase focuses on the discovery, while ATC is considered the 

implementation phase. During the discovery phase, assets, threats, attacks, and 

attackers are identified. First, assets of the system that are either business or security 

assets are identified. Business assets have either data, components or functionality 

that is crucial for the business operations, while security assets have data, 

components or functionality that attackers are likely to target. Types and locations of 

these assets are documented; in addition, current threat intelligence related to these 

assets is obtained. Next, each asset is scrutinized on macro level to map all the 

components and elements that contain, communicate or has other access to the 

asset. This is usually done with data flow diagrams in order to produce an overall 

image of the attack surface present. With this information, the system is 

decomposed into a layered view containing more technical details, such as devices, 

interfaces, protocols, functions, libraries, and APIs. Leveraging the documented and 

decomposed system and attack surface as well as primary use cases, attack paths 
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and vectors are documented. Each component and functionality areas included in 

these paths is captured. Additionally, existing security controls and services are 

included. Finally, potential adversaries, that might want to attack the system, are 

determined. Attackers’ motivations, skill levels, resources, and objectives should be 

included, and the current threat intelligence should be used as leverage.  Figure 13 

presents a threat model of a web application including IDDIL elements.  

 

Figure 13. Threat model of a web application (Muckin & Fitch 2015, 17) 

 

Thorough and detailed analysis and assessment are performed in the 

implementation phase using the data captured in the previous phase. The output of 

this phase is a prioritized list of items that need to be addressed. Worst-case 

scenarios, i.e. most likely attacks and the impacts of the successful attacks are 

determined.  The impact on business assets or functionality dictates the triage of the 

threats, and the impact should have more weight than probability at this point. 

Finally, the security controls to remove, counter or mitigate the threats are selected 

and implemented. (Muckin & Fitch 2015, 7-9). 

IDDIL/ATC provides a structured process that relies on Lockheed Martin’s cyber kill 

chain and emphases threat intelligence. The process uses attack trees and a variant 
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of STRIDE called STRIDE-LM, which includes the lateral movement to the STRIDE to 

categorize threats. (Bodeau et al. 2018, 22). A threat profile, a tabular summary of 

threats, attacks, and related characteristic, is produced to communicate the results 

of the threat model. A template of the threat profile is presented in Table 5.  

 

Table 5. Threat profile template (Muckin & Fitch 2015, 20) 

 DESCRIPTION 

ASSET/THREAT OBJECT  The thing the attacker wants or that the owner needs to protect 

THREAT TYPES STRIDE-LM; CIA; Others 

ATTACK SURFACE The components, interfaces, etc that will be initially attacked 

ATTACK VECTORS The path or technique the attacker uses to realize the threat 

THREAT ACTORS The entity who is trying to realize the threat against the asset 

RESULTANT CONDITION Describe what happens if the threat is realized 

VULNERABILITIES Any known vulnerabilities (there may not be any) 

CONTROLS Things that will help mitigate or counter the attack 

 

4.12 OWASP 

The Open Web Application Security Project (OWASP) has published a book that 

describes 21 threat events that are related to web applications and are undertaken 

using automated actions. The book is called OWASP Automated Threat Handbook, 

and it provides actionable information and resources to detect and mitigate threats 

against web applications. The first version was published in July 2015 and the current 

version (at the time of writing this research, version 1.2) was published in February 

2018. As seen in Figure 14, each threat event describes sectors that are more 

commonly targeted than others, parties that are most often affected by the threat 

and data types that are commonly misused. Additionally, the description of the 

threat, cross-reference to other libraries such as CAPEC, WASC and CWE are 

presented, following with the possible symptoms and suggested threat-specific 

countermeasures.  (Watson & Zaw 2018) 



48 
 

 

 

 

Figure 14. OWASP web application threat legend  (Watson & Zaw 2018, 29) 

 

In addition to the handbook, OWASP has other tools worth mentioning when threat 

modeling is addressed. OWASP Threat Dragon is an open-source online threat 

modeling web and desktop application to diagram and autogenerates threats and 

mitigations similar to Mozilla’s SeaSponge. (Goodwin 2017). While it is still in early 

development, it can be in a great assistance when modeling application-based 

threats. The screenshot of the web application, taken from threatdragon.org, is 

presented below in Figure 15.  
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Figure 15. Screenshot of Threat Dragon 

 

Additionally, the OWASP Top Tens are lists of most critical security risks. The list is 

updated every few years, and therefore it reflects the most prevalent threats at the 

time being. Consequently, they are a great starting point for a technical threat 

model. At the time of writing this research, there were Top Ten lists with varying 

degree of maturity for web applications, Internet of Things (IoT), mobile, privacy, 

serverless technology, docker container environments, and cloud-native 

technologies, as well as top five lists for machine learning in early development. 

OWASP Top Ten for web applications is the most mature list, and each vulnerability 

describes information about related threat agents and attack vectors, security 

weaknesses, and impacts. There are also instructions on how to evaluate if an 

application is vulnerable to this threat, how to prevent it, as well as example attack 

scenarios. (Bodeau et al. 2018, 28). 

4.13 TRIKE 

TRIKE is an open source security audit framework that utilizes threat modeling as a 

technique. It started in 2006 as a standalone desktop application and was later 

implemented as a spreadsheet. The TRIKE methodology has a defensive perspective 
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and promotes the automation of repetitive tasks in threat modeling in order to 

provide more resources and focus to risk management. In this approach, modeler 

first defines the system and builds a requirements model that contains assets, actors, 

actions, and rules of the system in an Actor-Asset-Action matrix. Each cell is then 

divided based on CRUD(XF) (creating, reading, updating, deleting, executing, 

configuring) actions and assigned a value that can be either “allowed action”, 

“disallowed action” or “action with rules”. (Saitta, Larcom & Eddington 2005) 

Next, data flow diagrams between the elements are built to create an 

implementation model, which is used to build the actual threat model. Every DFD is 

iterated through, and related threats are identified. Every unique threat that is 

discovered becomes a root node in an attack tree. Importantly, TRIKE has only two 

threat categories: elevation of privilege and denial of service. (Saitta et al. 2005) 

Threat model can be then be used to build a risk model, which, although mentioned 

in the methodology, has not been appropriately implemented to the TRIKE tool. The 

risk assessment is done with a five-point scale based on the probability of the risk. 

(Saitta et al. 2005) 

As of this writing, TRIKE appears to be no longer maintained (Trike n.d.), however, 

the analytical and risk-based approach of the TRIKE methodology made this 

methodology well-known and it is referenced in many sources. 

4.14 VAST 

VAST or Visual, Agile and Simple Threat modeling was created by Anurag Agarwal 

and is based on commercial threat modeling platform, ThreatModeler, which relies 

heavily on automation. VAST aims to be highly scalable and usable. Thus, large 

organizations can adopt the method and encircle both their software development 

lifecycle and entire infrastructure thoroughly and as a result, provide actionable 

results for different stakeholders. Besides automation, VAST also relies on 

integration and collaboration. While automation eliminates the repetitive tasks, 

integration with the tools used in SDLC provides more consistent results and 

collaboration between key stakeholders produces a more complete, organization-
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wide view of possible threats and takes advantage of different skill sets available. 

(ThreatModeler Software, Inc. 2018) 

In practice, VAST requires two types of models to be created: threat models for 

applications and operational threat models. Former use process flow diagrams that 

represent the architectural point of view, while the latter focuses on attackers’ point 

of view based on the diagrams. (Shevchenko et al. 2018, 16) 

4.15 Invincea 

Invincea (acquired by Sophos in February 2017) developed an approach to threat 

modeling carrying the company’s name. In the center of this method are adversary 

and defender playbooks which can be used to run a notional game and identify gaps 

in the defender’s playbook. (Bodeau et al. 2018, 28-29). Invincea’s white paper 

presents a reference adversarial model and sample playbooks as well as defense 

model and defensive playbooks. The model is extensible to accommodate new 

adversarial tactics as they evolve with time. According to the paper, knowing the 

enemy is critical to design proper architecture and manage defenses. Thus, an 

adversary model, with six attributes, is built first. Each attribute (adversary type, 

campaign objective, campaign vehicle, campaign weapon, payload delivery, and 

payload capabilities) has several different options and can be extended as 

adversaries, and their tactics and objectives evolve. (Invincea 2015) 

Next, enterprise security architecture is defined in three primary categories, which 

are perimeter network defenses, endpoint defenses, and response and recovery. 

Using the adversarial models, the attacker’s playbooks are constructed as seen in 

Figure 16. Adversaries have inherent advantages over defenders, given their broader 

freedom to operate.  Adversaries can choose the target, the timing of their attack, 

and the range of tactics used in a particular campaign. (Invincea 2015) 
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Figure 16. Example of adversarial playbook  (Invincea 2015) 

 

Next, the defense teams’ playbooks are developed. Since defenders typically do not 

know who will attack, when, or what tactics are likely to be used against them and 

they usually must operate with fixed infrastructure and current policies, defender 

playbooks tend to be more constrained and less agile than adversarial playbooks.  

The model is created with a simulated game, where adversaries attack and 

defenders’ responses to see how defenders’ playbooks endure against the attacks. 

This can be achieved by using coverage maps based on defense technology types. 

Gaps in coverage reveal which attacks are likely successful if executed without any 

additional security controls. (Invincea 2015) 

4.16 LINDDUN 

LINDDUN, a mnemonic for Linkability, Identifiability, Non-Repudiation, Detectability, 

Disclosure of Information, Unawareness, Non-Compliance, is a threat modeling 

technique focusing on privacy issues and data security and it is used to identify 

privacy violations in the same manner than STRIDE is used to identify security 

violations. (Shostack 2014, 121).  

Privacy properties, such as anonymity, confidentiality, and unlinkability, are mapped 

to privacy threats creating the mnemonic, as seen in Table 6. Center of this approach 

is items of interest (IOI) such as subjects, messages, and actions. Linkability allows an 
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attacker to combine two or more items of interest to distinguish a relation to the 

specific system, identifiability bundles potential subject to an item of interest, e.g. 

the sender of a message, thus breaking the anonymity or pseudonymity. Non-

repudiation is a threat where an attacker tries to harm a target with credible, but 

false claims that are hard to counter by the repudiating party. Detectability of an IOI 

allows an attacker to distinguish if an item exists or not. Disclosure of information is a 

situation where personal or sensitive information is exposed to parties that are not 

allowed to have access to it. Content unawareness is a threat where the user 

provides too much information allowing the attacker to identify the user or the 

information available is inaccurate, leading to wrong actions by the user.  Policy and 

content noncompliance means that personal and sensitive information can be 

revealed, although privacy policies are present. Authors also separates privacy 

properties to hard and soft properties. Hard privacy refers to the possibility to 

control the privacy violations by providing data as little as possible, hence reducing 

the need to trust other entities, while soft privacy affiliates to the assumption that 

user has lost control to personal data and is forced to trust the honesty and 

competence of data controllers. (Deng, Wuyts, Scandariato, Preneel & Joosen 2011, 

7-8). Table 7 also illustrates the distiction between hard and soft properties. 

 

Table 6. Mapping of properties and threats using LINDDUN  (Deng et al. 2011, 8) 

 Properties Threats 

H
a

rd
 

Unlinkability Linkability 

Anonymity & pseudonymity Identifiability 

Plausible deniability Non-repudiation 

Undetectability & unobservability Detectability 

Confidentiality Disclosure of information 

So
ft

 Content awareness Content unawareness 

Policy and consent compliance Policy and content noncompliance 

 

This method provides a systematic approach to privacy assessment with six steps 

divided into problem space and solution space. The first three steps (define DFD, 

map privacy threats to DFD elements and identify threat scenarios) belong to the 
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problem space while following steps (prioritizing threats, eliciting mitigation 

strategies and selecting corresponding PETs (privacy-enhancing technologies) are 

steps in the solution space. (Shevchenko et al. 2018, 5) 

The first step is analogous to STRIDE’s approach. Threat modeler systematically 

identifies data flows, data stores, processes and external entities of the system. 

Then, questionnaires are used to identify threats in the system. Threat categories are 

mapped to the parts of the system where they may appear and then threat scenarios 

where these threats may occur, are identified. Following steps are used to find 

solutions and mitigation strategies against found threats. (Deng et al. 2011) 

4.17 Persona non Grata 

Persona non Grata (PnG) was developed at DePaul University and is used to model a 

threat based on motivations and skills of human attackers allowing modelers to 

visualize threats from the counterpart side. This approach introduces potential 

attackers or intended archetypal users of the system, their motivations, objectives, 

and skills to technical experts so that they can identify vulnerabilities and points of 

compromise relevant to the system. (Shevchenko et al. 2018). Each fictitious persona 

provides a realistic and engaging representation of a specific user group with traits 

from psyche, emotions, and background as seen in Figure 17.  
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Figure 17. Example of a PnG (Mead, Shull, Spears, Heibl, Weber & Cleland-Huang 

2017, 414) 

 

This kind of method with different user types is typically used in user experience (UX) 

design, where a designer tries to model different ways users behave when using the 

user interface. (Mead et al. 2017, 412-413). According to Cleland-Huang, creating 

different hostile personas helps to take a more systematic approach when 

addressing security concerns throughout a project. (Cleland-Huang 2014). Once 

adversarial personas are modeled, misuse cases with targets and possible attack 

mechanisms are identified.  
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4.18 Security Cards 

While STRIDE method usually involves using the Elevation of Privilege (EoP) card 

game in order to find things that can go wrong more easily and OWASP provides a 

card game called Cornucopia to help identifying security requirements in Agile, 

Security Cards refers to the threat brainstorming toolkit developed at the University 

of Washington. The first version called Control-Alt-Hack was a tabletop card game 

about white hat hacking and was meant to familiarize computer security related 

terminology and how security relates to players lives. (University of Washington 

2009).  

The main purpose of Security Cards is to facilitate the exploration of possible threats 

and to improve a better security mindset. Hence it is useful also for educators and 

students. Security Cards is less structured approach and focuses on creativity and 

brainstorming instead of preconfigured checklists or libraries. The goal is to find 

more sophisticated and unusual attacks. (Mead, Shull, Vemuru & Villadsen 2018, 5) 

The creators of the Security Cards presented the following list of questions that 

Security Cards should give answers (Denning, Friedman & Kohno 2013): 

• If your system is compromised, what human assets could be impacted? 

• Who might attack your system, and why?  

• What resources might the adversary have?  

• How might the adversary attack your system? 

 

The deck contains 42 cards and four suits or dimensions: Human Impact (9 cards), 

Adversary’s Motivations (13 cards), Adversary’s Resources (11 cards) and Adversary’s 

Methods (9 cards). Human Impacts describes, as the title implies, different ways an 

attack can impact humans, e.g. violations of privacy or financial loss. Reasons for 

attacking against a system are covered in Adversary’s Motivations, while the tools 

and expertise needed to accomplish those goals are presented in Adversary’s 

Resources dimension. Adversary’s Methods describe how an attack might be carried 

out. (Mead et al. 2018, 5). All the titles of the cards are presented in Table 7. 
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Table 7. Card titles 

HUMAN IMPACT 

• The Biosphere 

• Emotional Wellbeing 

• Financial Wellbeing 

• Personal Data 

• Physical Wellbeing 

• Relationships 

• Societal Wellbeing 

• Unusual Impacts 

ADVERSARY’S MOTIVATIONS 

• Access or Convenience 

• Curiosity or Boredom 

• Desire or Obsession 

• Diplomacy or Warfare 

• Malice or Revenge 

• Money 

• Politics 

• Protection 

• Religion 

• Self-Promotion 

• World View 

• Unusual Motivations 

ADVERSARY’S RESOURCES 

• Expertise 

• A Future World 

• Impunity 

• Inside Capabilities 

• Inside Knowledge 

• Money 

• Power and Influence 

• Time 

• Tools 

• Unusual Resources 

ADVERSARY’S METHODS 

• Attack Cover-Up 

• Indirect Attack 

• Manipulation or Coercion 

• Multi-Phase Attack 

• Physical Attack 

• Processes 

• Technological Attack 

• Unusual Methods 

 

Each card contains the topic, dimension and an evocative photograph on one side 

and illustrative examples and questions for clarification and to jumpstart thinking on 

the other side as seen in Figure 18. (University of Washington 2013).  
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Figure 18. Example of a security card 

 

The card game is supposed to be played in groups of 3-5 members. Each group goes 

through the deck of cards to familiarize with the dimensions and the cards. Then 

cards are arranged based on how relevant each topic is to the system being modelled 

and how severe overall risk do they present. The reasons why the cards were 

arranged in that specific order are then discussed and possible attack scenarios and 

attacker profiles are documented. (Denning et al. 2013) 

4.19 Summary 

The literature review confirmed the vast amount of different threat modeling 

techniques and methods available. All the methods have been originally developed 

for specific purpose and this limits the usability on different cases. However, with 

creativity and modification, most of these methods can be used as a starting point. 

Described methods were evaluated based on their focus, maturity, tailorability and 

ease of use, including the level of documentation and overall learning curve. The 

methods that shine in one area, usually succeeds in other areas as well. STRIDE, for 
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example, is perhaps the most mature method available and is easy to learn and 

execute. However, it’s tailorability depends heavily on modeler’s creativity, since it is 

mainly suitable for software development. Pros and cons of each evaluated 

framework are collected into the Table 8 below.  

 

Table 8. Summary of different methods and frameworks 

 Pros Cons 

Attack trees 

• Easy to adopt and understand (when 
using existing trees) 

• Consistent results with repetition 

• Can be used separately for each 
component instead of building a 
complex system as a whole 

o Requires thorough understanding of 
the system and high expertise in cyber 
security  

o New and generic attack trees are very 
hard to create 

o Does not provide guidelines for 
assessing sub-goals, attacks, or risks 

STRIDE 
• Easy to learn and execute 

• One of the most mature methods 

• Good documentation 

o Mainly suitable for software 
development 

o Number of threats can grow rapidly as 
a system increases in complexity 

o Time and resource intensive 

DREAD • Contributes to risk management 

• Simple 

o Many of the risk factors are missing 
o More or less deprecated 

PASTA 

• Elevates threat modeling to a strategic 
level 

• Has built-in prioritization of mitigation 

• Excellent documentation 

o Laborious and extensive process 

NIST SP 800-154 • Easy to understand and adopt o Still a draft 

OCTAVE 

• Main aspects are operational risk, 
security practices, and technology 

• In-depth and flexible method 

• Contributes to risk management 

• Has built-in prioritization of mitigation 

• Consistent results with repetition 

• Scalable 

o Vague and large documentation 
o Time consuming process 
o Focuses on organizational risks and 

does not address technological risks 
o Evaluates activities, not continuous 

processes 

CAPEC 

• Impressive size and scope 

• Includes an assessment of completion 
for each entry 

• Constantly updated 

o Very large library, thus time consuming 
and might be intimidating to start using 

ATT&CK 

• Impressive size and scope 

• Constantly updated 

• Hunting for new threats enhances 
threat intelligence  

o Doesn't focus on individual threats 
o Focuses mainly on advanced persistent 

threats 



60 
 

 

TARA (Mitre) 

• Tools can be omitted or tailored to suit 
the needs 

• Provides default scoring tools to assess 
risk 

o Focuses information security only and 
mainly on advanced persistent threats 

TARA (Intel) 
• TAL is easy to adopt 

• Attacker-centric approach can be 
useful in many cases 

o Focuses on information security only 
o Libraries are not public 

IDDIL / ATC • Structured process that is easy to learn o Limited documentation  

OWASP • Constantly updated 

• Easy to adopt 

o Development relies heavily on single 
individuals or groups 

o Focuses on only some subsets of 
threats in specific environment 

Trike 
• Contributes to risk management 

• Has built-in prioritization of mitigation 

• Automation 

o Vague and insufficient documentation 
o Unfinished, since the development has 

stopped 
o More or less deprecated 

VAST 

• Contributes to risk management 

• Has built-in prioritization of mitigation 

• Consistent results with repetition 

• Automation 

• Scalable 

o Vague and insufficient documentation 
o Commercial 

Invincea • Gamification 

o Focuses mainly on security products as 
controls 

o Limited documentation 

LINDDUN 
• Extensive privacy knowledgebase and 

documentation 

• Has built-in prioritization of mitigation 

o Steep learning curve (unusual 
terminology) 

o Labor intensive and time consuming 
o Number of threats can grow rapidly as 

a system increases in complexity 

PnG • Has built-in prioritization of mitigation 

• Consistent results with repetition 

o Very limited (only some subsets of 
threats) 

Security Cards 

• Gamification 

• Good for education 

• Emphasis on creativity 

• Wide range of threats included 

o Consistent results vary too much 
between teams 

o The number of false positives may 
become high 

 

5 Case study  

5.1 Interviews 

According to Yin, interviews are an essential part of any case study. The case study 

entails an ICT system with a complex architecture and a wide user base to be threat 
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modeled. Therefore, these interviews serve two purposes: gathering data for this 

research and doing a preliminary threat modeling for the system. The threat model 

itself is out of scope of this thesis. When conducting qualitative research, the target 

group, or interviewees, should be selected purposefully, not randomly (Hirsjärvi et al. 

2010, 164).  Hence, the interviewees were chosen by their expertise to cover as 

many domains of the system as possible. Participants and their titles are presented in 

Appendix 3; however, for the enhanced operational security of the system, the 

anonymity of the case and interviewees is required. Hence details about the system 

or the participants are removed from the public version of the thesis.  

The questions for the interviews were built with a few guidelines. First, the questions 

should be neutral and should not imply bias, hypothesis or opinion. Difficult and 

complicated terms and abbreviations should be avoided in order to prevent 

misinterpretations. Questions that can be answered either with “yes” or “no” should 

be refrained from. Finally, each question should support either the research 

hypothesis or threat modeling. The list of questions asked during the interviews is 

presented in Appendix 2. 

The interview can be divided into the following sections as seen in Appendix 2: 

introduction, background, threats in general, attackers and adversarial activity, 

national threats and closing. At the beginning of each interview a short introduction 

was given. During this section, each interviewee was told about the background and 

motivation for the interviews as well as provided with general information about the 

thesis. In addition to asking permission to record the conversation, the lifecycle of 

the recordings was also described. Lastly, interviewees were encouraged to answer 

the questions with their own words, since qualitative questions do not have right or 

wrong answers.  

The interviews continued with the semi-structured manner with a set of more open 

questions related to the background of the interviewees. Some questions had follow-

up questions based on the initial answer; hence, the semi-structured approach. 

These orienting questions were asked in order to align responders and their more in-

depth, qualitative answers in context. The purpose of these questions was to provide 

some background information and a scale on how well each participant knows the 

system in question as well as how familiar different threat modeling techniques are. 
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Next, the focus shifted towards threats. The participants were asked to describe the 

most severe and likely threats against the system including both intentional and 

accidental threats as well as the lifecycle of the system from planning to end of life. 

The purpose of these questions was to discover most serious threats to help to focus 

the more systematic and detailed threat modeling process to the severe and relevant 

threats, but also to identify if any studied framework addresses all the revealed 

domains.  

With the attacker-centric question pattern, interviewees were then guided towards 

more intentional and adversarial threats. The participants were asked to name the 

most serious attacker to confirm that these attackers were listed in the predefined 

attacker list, which was heavily based on Intel’s Threat Agent Library (TAL).  

Considering the nature of the system under threat modeling, special attention in this 

section was paid to trusted or privileged users. Moreover, both intentional and 

accidental perspectives were covered. Next, the list mentioned above were shown to 

each interviewee and asked which attacker types he/she thinks were possible 

(Appendix 4). Each threat agent was described with similar words to each participant. 

The descriptions also relied upon the Intel’s TAL. Then, participants were encouraged 

to bring forward tactics, techniques, and procedures in several different scenarios. In 

the center of these questions were different objectives that adversaries might be 

motivated to accomplish, and each interviewee was asked to think how these goals 

could be achieved.  

After these granular questions, a higher level approach was taken with the list of 

twenty threat scenarios and disruptions disclosed in the National risk assessment as 

presented in Appendix 5. Since threats related to information and hybrid operations 

as well as threats against the digital operating environment and cyber domain have 

now more emphasis on the National risk assessment, the threats from the report 

were included in the interviews. This also allowed to include more global threats that 

are not targeted to the system in question per se but can still negatively impact 

either the system or the users. Each participant was asked if he/she thinks if any of 

the twenty threat scenarios could impact the availability of the system either directly 

or indirectly.  
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During the final phase of closing, only one question was asked. To confirm that the 

initial list of interviewees was adequate, each participant was asked who they think 

should be interviewed. Finally, the participants were encouraged to bring forward 

relevant thoughts that might emerge after the session, the schedule was recapped, 

and each participant was thanked for participating.   

The total duration of the interviews varied from a little less than hour to two and half 

hours.  

5.2 Results  

Based on the answers given by the interviewees, every participant had at least the 

basic knowledge about the system being modeled. As expected, the amount of 

knowledge varied from deep understanding on technical details, operation or 

business logic to more vague idea about the users, but also the reasons behind the 

existence of the system. Each participant also described their specialties and that 

confirmed the wide enough expertise included in the threat modeling process. 

Besides security, technical and operational expertise, proficiency from business and 

customership, jurisprudence, project and risk management, software and service 

development, security auditing and incident response were included among the 

interviewees. In addition, client’s perspective was also mentioned as a role of one 

participant.  

Some of the participants said that they have a hunch that they know what threat 

modeling is, while others either had no clear opinion or had a very general intuition 

what it might be. Based on the answers, threat modeling still seems to be quite 

unused and unfamiliar method, although half of the interviewees told that they had 

done some kind of threat modeling previously. When asked to name a methodology 

or framework, majority responded that they haven’t used any specific method, 

merely informal and ad hoc-type threat modeling, where events and scenarios are 

drawn and discussed or cards are used to identify threats, was used. STRIDE, DREAD 

and SWOT were only methods that was named in the answers, but more as existing 

methods instead of familiar and used methods.  
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According to the answers, the most severe thing that can happen is the loss of 

reputation caused by data leak or data breach. Some of the answers indicates very 

specific types of data breaches or details how sensitive data could leak to 

unauthorized parties, while other just name the loss of reputation as the worst thing, 

no matter how it happens. Other severe threats mentioned were a failure to meet 

the objectives set to the project, loss of clients due to a wrong design decision or 

quixotic service model, integrity of the data is compromised and the possibility to use 

the system to infect, attack or gather intelligence from clients, which naturally would 

once again lead to the loss of reputation.  

Most of the usual accidental threats that can have a negative impact to the 

availability, integrity and confidentiality of the data were mentioned. Problems in the 

data center, power and network disruptions, hardware failures, accidental but 

harmful configuration changes, software bugs in the code or in the third-party 

libraries and components were mentioned as threats that can happen without active 

and purposeful actions. In addition, threats related to key persons and the slowly 

decaying security culture in the organization were also brought up.  

When asked about the threats that are caused purposefully and intentionally, 

intelligence and reconnaissance got most mentions. Other threats against the 

confidentiality and integrity, such as data breach and leak, sabotage and data 

distortion, were also named. However, when focusing on threats on different phases 

of the product lifecycle, variation occurred. While intelligence was one of the most 

remarkable threat during the planning and design phase, more non-technical threats 

emerged as well. Indistinct roles and responsibilities as well as bad design and poor 

component choices, lack of resources and time, problems with scalability (also with 

personnel), sticking with the familiar choices and principles instead of creating 

something new and efficient and the failure to implement working production model 

was stated.  

Answers related to the most important asset had some variation. While the sensitive 

information inside the system was brought up frequently, other assets, such as 

customer processes, contract and agreement details, overall availability, 

development efforts for new and unique features and relationships between 

stakeholders and clients were mentioned.    
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Based on the answers, 92 % of participants named government sponsored or state 

actor as the most serious or likely adversary. However, when iterating through the 

possible threat agent list (Appendix 4), other adversaries mentioned by every 

participant surfaced, as seen in Figure 19. Subcontractors, cyber vandals, untrained 

and disgruntled employees were considered likely threat agents by all the 

participants when asked, yet nobody considered them to be as bad as the state actor 

at first. Surprisingly, apart from thief, information partner and terrorist, all other 

adversarial archetypes were recognized by at least half of the participants. Notably, 

the participants were not asked to estimate the likelihood of any threat agent on a 

scale, merely to estimate if the specific agent is likely to attack the system or not. 

While the question was formed only to map the potential attackers, the discussion of 

specific adversary’s motives and techniques, as well as examples of scenarios 

initiated by that adversary, surfaced with almost every participant.  

 

 

Figure 19. Possible threat agents 
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The apprehension of threats and disruptions against the society was more 

homogenous. Flagrant threats, such as disruptions in power supply, fuel availability 

and communication networks were considered to have an impact to the availability 

of the service by all the participants. Nine other threat scenarios were taken into 

account as events that would negatively influence the operation of the system by 

half of the interviewees. The distribution of answers can be seen in Figure 20.  

 

Figure 20. National threats 

 

The answers for the last question about who should be interviewed confirmed that 

the list of participants was sufficient since no new domains emerged during the 

responses. Answers mostly emphasized the possibility to have another opinion 

related to the interviewee’s domain.  

As a summary, answers reflected multiple dimensions and it would be hard or even 

impossible to tackle all the surfaced threats with single methodology. For example, 

intelligence conducted by a foreign nation was mentioned by the majority of the 

interviewees. Apart from libraries such as ATT&CK, majority of the studied 

methodologies cover only a portion of the intelligence gathering disciplines, focusing 
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mainly to cyber or digital network intelligence, while other disciplines are mostly 

disregarded. This is important to note since foreign intelligence agencies 

predominantly take advantage of open-source, human and signal intelligence and 

since a foreign nation is the most probable adversarial in this case study, these 

threats should also be taken into account.   

6 Conclusions  

6.1 Discussion 

The scope of this thesis focuses on threat modeling itself, leaving out mitigation 

strategies, risk assessment, evaluation, and management. However, it is essential to 

realize that the threat model can have different purposes and beneficial outcomes at 

the different levels of an organization. At the system implementation level, threat 

modeling motivates the building of a more secure system, informs design decisions 

and security operations and educates staff with more technical aspects and threat 

intelligence. At the business or mission level, overall enterprise architecture, as well 

as information security architecture and business function architectures can be 

scrutinized and motivated to integrate threat intelligence to the processes. An 

organization’s assumption about its threat environment is an integral part of the 

overall risk frame, hence threat modeling should reflect and express these aspects as 

well, and there should be a commitment to the threat modeling at the organizational 

level as well. Above an organization level threat modeling can provide a common 

structure for sharing information and threat intelligence, hence supporting 

interaction between organizations and development of multiparticipant cyber 

exercises and wargames. 

Based on the literature review and answers from a single case study, none of the 

existing methods or frameworks are suitable for everything and none of these can be 

recommended over another. This is because threat modeling needs are specific to 

each project and its requirements. Asset- and attacker-centric approaches can be 

used to model also non-technical threats, while software and data-centric 

approaches are designed to be used with software development and operations. 

However, these can also be applied creatively to other domains as well.  
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Answers reflected so many non-technical threats, such as project, data protection 

and information operations related threats, that frameworks focusing on software 

development or information systems solely, would be insufficient. While loss of 

reputation was the most severe threat in this use case, techniques to reach that goal 

varied from technical to psychological threats. Another quite obvious observation 

was that threat modeling should not focus on issues that other security or safety 

personnel can quickly and conventionally find by themselves. In other words, threat 

modeling should focus on issues that other techniques, such as checklists, cannot 

find. However, it is equally important to identify both relevant and irrelevant threats.  

Also, based on the experiences from the case study, threat agents should be included 

since iterating over list of possible attackers generates useful discussion and guides 

the direction from accidental threats towards intentional and adversarial threats. 

Actually, the question about possible threat agents should have been formatted from 

“is it possible” to “how and why would this agent attack” in order to merge the 

threat agent list with different scenarios originating from these threat actors. 

Understanding the attackers, their motivation and skillsets helps to understand also 

the threats better. 

Distinction between threats and risks should have been included in the beginning of 

each session. Threats are easily mixed with risks and vice versa, and it would be 

useful if all the participants have a consistent understanding of these terms.  

In order to be enterprise-wide, threat modeling requires commitment from all key 

stakeholders, such as developers, architects, managers and senior executives. A 

collaborative approach also helps to expose issues related to gaps in the 

organizations communication channel, gaps in organizations practices and intended 

effects but also ensures enough diversity in understanding, opinions, and experience 

which strengthens results of threat modeling. People who use or build the system 

tends to focus on more technical threats, while people who do not use the system 

brought up more global threats, such as project-related threats. 
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6.2 Advices for implementing threat modeling 

As the researcher’s opinion, little threat modeling is better than no threat modeling 

at all, so how could an organization start the threat modeling process without the 

need to learn all the different methods available? Many of the methodologies share 

common steps and ideology, so based on the literature review and single case study, 

following steps can be recommended. 

o Decide if the objective is to find all the possible threats or most likely and harmful 

o Interview or arrange a workshop with many specialists from many different domains and 

invite as many stakeholders as possible 

o Gather threat intelligence from internal and external sources 

o Discover trust boundaries (technical, logical, human) related to the 

system/service/product in question 

o Identify different user groups/types and pay a special attention to privileged users 

o Identify most severe threats, both intentional and accidental 

o Identify most likely threat agents and their motives and skills 

o Identifying most precious assets  

o If the goal is to find as many threats as possible, choose and follow a methodology that 

best serves your needs 

o Do threat modeling regularly and start finding threats against mitigations as well 

o Document findings, such as threats, threat agents, assets and mitigations 

o Ensure that the process is consistent enough in order to get coherent and comparable 

results between iterations and projects 

 

Choosing a right method can be burdensome and exhausting since much knowledge 

about different techniques and methods are needed, in order to build a suitable and 

adequate toolset for different projects. Before selecting a methodology, one should 

think specific areas, (i.e. privacy, accidental or insider threats), that should be either 

excluded or included. Additionally, the previous experience with threat modeling and 

the time and resources available to attach to this process influences the selection as 

well. Although Shostack (2014) claims that a combination of different approaches 

(asset-, attackers-, system-centric) tends to be confusing, the complexity of modern 

systems requires some kind of hybrid approach to the threat modeling. It is 

important to note, that each method has been developed to address different 
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priorities with different points of view. Therefore, each method has its own strengths 

and weaknesses and combination of multiple methods is more suitable method than 

creating a brand new method each time those priorities or needs changes.  

Threat modeling should be linked tightly with threat intelligence. While good threat 

intelligence can give information about the precise actions attackers are currently 

using, threat modeling focuses on reducing the attack surface in a proactive way. 

Multiple sources of threat intelligence should be used and each varying source 

should be correlated to other sources.  

Documentation depends on the needs of the project. Suffice to say, some form of 

documentation should be done. Mind maps are good at the early stages to capture 

different threats, actors, techniques and their relationships between each other. An 

example of a threat model in mind map format can be seen in Figure 21.  
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Figure 21. Part of mind map-style threat model 

 

Another suitable and more conservative format is a tabular summary such as threat 

profile in IDDIL/ATC (Table 5), an attack tree with countermeasures presented in 

PASTA (Figure 6) or even a forest of basic attack trees (Figure 2). If the goal of the 

threat modeling is to find every threat, a data flow diagram (Figure 4) should be 

incorporated, although DFDs from a complex system can quickly become confusing 

and unmanageable. Presentation of the threat model should be general enough to 

communicate threats to management and non-technical persons but should also 

have enough details to satisfy the needs for technical people who are most likely 

responsible for mitigating the threat. 

Threat modeling should also be continuous process where threats against already 

implemented mitigations are considered as well. Although new threats emerge, the 
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key benefit from regular threat modeling is the accuracy of data resulting from 

increased frequency in which data is obtained, reviewed and reported. 

To better give a guidance which method to choose, all the studied methods and their 

suitability based on the author’s opinion generated from the literature review and 

the use case are demonstrated in Table 9 below.  

Table 9. Suitability of threat modeling techniques based on the results 

Methodology 

Suitable 

alone 

Suitable when used 

in conjunction with 

other methods Suitable for 

Attack trees  X Documentation and presenting threats 

STRIDE  X Software development 

DREAD  X Rapid risk assessment and analysis 

PASTA  X Software development, organizational risks, 

business impacts 

NIST SP 800-154  X Data-centric approach 

Octave  X Organizational risks, threats against 

information assets 

CAPEC  X Understanding and educating adversary 

behavior 

ATT&CK  X APT TTPs 

TARA (Mitre)  X High-risk adversarial TTPs against cyber 

assets 

TARA (Intel)  X Threat agents, planning 

IDDIL / ATC  X Reporting, threat intelligence  

OWASP  X Web-based applications (+other platforms) 

TRIKE   Automation 

 VAST   Automation, integration and agile 

development 

Invincea   Exercises 

LINDDUN  X Privacy threats 

PnG  X Threat agents 

Security Cards  X Education,  
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6.3 Notes about the research 

As Yin (2009) noted, certain characteristics can be used in order to evaluate the 

quality of a case study. Yin describes four characteristics: trustworthiness, credibility, 

confirmability and data dependability and four tests to be used to evaluate these 

characteristics: construct validity, internal validity, external validity and reliability. 

Internal validity should only be a concern when attempting to establish a cause and 

effect. However, the internal validity has been taken into account with the inclusion 

of multiple sources (literature, interviews) of data. According to Yin, this is also a 

good strategy for validating the results of a qualitative research as collecting various 

types of evidence from different sources makes results more valid. (Yin 2014). 

Besides using various sources, a researcher can also use a strategy where the results 

are allowed to be reviewed by the respondents in order to increase the construct 

validity of a case study; hence, a draft copy of this research was given to the 

interviewees in order to ensure that the facts and answers have been recorded and 

transformed correctly.  

External validity means that the study and the results are generalizable to other 

similar situations. A case study should be representative enough to be generalizable. 

(Yin 2014). The high abstraction layer of the system involved in this case study was 

mainly due to the operational security; however, it also made the results more 

representative, thus also more generalizable. External validity could have been 

increased even further if the validity of findings would had been verified by some 

external party, or the generalizability had been analyzed more thoroughly by 

someone else. 

A research is considered reliable if another researcher arrives at the same 

conclusions when following the same procedure. (Yin 2014). Therefore, the process 

of the literature review has been presented transparently and the sources are listed 

in the Appendix 1. In addition, the interview questions and the structure of the 

interview questions are presented in Appendix 2. 
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6.4 Further development 

Since this research relied on single case study, there is an obvious need for verifying 

the findings in multiple different use cases. Each methodology or framework should 

also be studied further by applying a specific method on multiple different use cases 

in order to give a deeper understanding on how thorough a methodology is and 

thereby evaluate how suitable each methodology is in different scenarios and how 

well they can be adapted and customized. By contrast, multiple methods should be 

applied to a single use case to better evaluate the differences, strengths and 

weaknesses between methodologies.  

In addition, the amount of false negatives and false positives per methodology 

should be studied. False negatives indicate the threats that are missed using a 

specific methodology, while false positives refer to the threats identified mistakenly, 

i.e. threats that are not relevant to the subject matter.  

One area of suggested further research is platform specific threat modeling. The 

adoptability of threat models for newish and emerging technologies, trends and 

phenomena, such as cloud based computing, the Internet of Things, self driving cars, 

mixed and virtual reality, blockchains, artificial intelligence, quantum computing, 

should be evaluated and adjusted or new methodologies created if necessary. 
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Appendices 

Appendix 1. Summary of sources 

 

Publication Source Type 

A descriptive study of microsoft’s threat modeling technique Google Scholar Journal Article 

A privacy threat analysis framework: supporting the 

elicitation and fulfillment of privacy requirements 
Google Scholar Journal Article 

A threat-driven approach to cyber security - methodologies, 

practices and tools to enable a functionally integrated cyber 

security organization 

Google White Paper 

Critical: threat model for an outsourcing business IEEE Conference Proceeding 

Crowd sourcing the creation of personae non gratae for 

requirements-phase threat modeling 
IEEE Conference Proceeding 

Cyber threat modeling: survey, assessment, and 

representative framework 
Google Scholar Technical Paper 

Guide to data-centric system threat modeling Google Scholar Report 

How well do you know your personae non gratae? IEEE Journal Article 

Integrated threat modelling Google Scholar Master’s Thesis 

Introducing octave allegro: improving the information 

security risk assessment process 
Google Scholar Technical Report 

Know your adversary: an adversary model for mastering 

cyber-defense strategies 
Google White Paper 

Owasp automated threat handbook - web applications Google Technical Report 

Prioritizing information security risks with threat agent risk 

assessment 
Google  White Paper 

Risk centric threat modeling: process for attack simulation 

and threat analysis 
MIT Book 

Security risk and threat models for health care product 

development processes 
Theseus Master’s Thesis 

Stride-based threat modeling for cyber-physical systems IEEE Conference Proceeding 

Threat agent library helps identify information security risks Google Scholar 
White Paper / 

Technical Report 

Threat assessment & remediation analysis (tara) Google Scholar Technical Report 

Threat modeling a factory environment using microsoft 

security development lifecycle methodology 
Finna Master’s Thesis 

Threat modeling: a summary of available methods Google Scholar White Paper 

Threat modeling: designing for security MIT Book 
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Threat modeling for train control and management systems 

based on the ethernet train backbone 
Google Scholar Master’s Thesis 

Towards a systematic threat modeling approach for cyber-

physical systems 
IEEE Conference Paper 
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Appendix 2. Interview; structure, and questions 

 

Introduction 

- Objectives for the interview 
- Information about the thesis 

o School 
o Degree Programme 
o Supervisors 
o Topic 
o Schedule 
o Public and supervisor’s versions 

- Permission to record the conversation and description of how recordings are stored 
and deleted 

- Mentioning that since no customization per interviewee has been done, some 
question may feel dumb or confusing and there are no right or wrong answers 

 

Background 

- How well do you know the system/service/product?  
o Do you know who uses is it, how it is used and/or built? 

- How would you describe your strengths and expertize and/or responsibilities and 
roles in regards to the system/service/product? 

- Do you know what threat modeling is? 
- Have you previously participated in the threat modeling process? 

o If yes, do you remember what methods or frameworks were used? 
▪ Did those techniques have any strengths or weaknesses? 

 

Threats in General 

- What is the worst thing that can happen to the system/service/product? 
- What other threats or harmful situations you think that can occur? Focus on events 

and scenarios that are not presumably considered by other intervieewes. 
- Describe threats that are caused by accident or without active and purposeful 

actions. 
- Describe threats that are caused intentionally or actively. 
- What kind of threats do you consider to be relevant to the planning and design 

phase? 
- What kind of threats do you consider to be relevant during the implementation, 

deployment and maintenance phases of the system/service/product? 
- What threats are relevant when the end-of-life of the system/service/product is 

reached? 
- What single component or process should be the most protected thing? 

 

Attackers and adversarial actions 

- Who is the most severe or likely attacker or cause of damage? 
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- What is the worst scenario that following trusted users can cause, either accidentally 
or purposefully? 

o System administrator 
o Software developer 
o Regular user 
o External auditor 

- What following adversarial types do you consider to be possible attackers? 
(Appendix 4) 

- How would an attacker gather information and conduct reconnaissance about the 
system/service/product, it is users and operation? 

- How would an attacker deliver harmful content to the users of the 
system/service/product? 

- What is the best way to would an attacker disrupt the availability of the 
system/service/product? 

- What methods can attackers use to cover or obfuscate the real attack? 
- What is the best way to ruin the reputation of the organization or the reputation of 

the system/service/product? 
- Are there any other physical or psychological threats that are worth mentioning? 

 

National threats 

- What following threat scenarios and disruptions do you consider relevant, meaning 
that they might have an impact on the availability to the system/service/product 
either directly or indirectly? (Appendix 5) 

 

Closing 

- In your opinion, who should I interview? 
- Encourage to report afterward any relevant threats or thoughts surfacing after this 

session  
- Recapping the schedule 
- Thanking for the participants 
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Appendix 3. Interviewees (confidential) 

 

  



83 
 

 

Appendix 4. Attacker list 

 

ENGLISH SUOMEKSI 

(SUB)CONTACTOR Alihankkija 

COMPETITOR Kilpailija 

DATA MINER Ulkopuolinen datan kerääjä 

RADICAL ACTIVIST Aktivisti, joka on valmis fyysisiin toimiin 

CYBER VANDAL Kybervandaali 

SENSATIONALIST Sensaationhakuinen yksilö 

CIVIL ACTIVIST Aktivisti 

TERRORIST Terroristi 

IRRATIONAL INDIVIDUAL Päättömästi käyttäytyvä yksilö 

GOVERNMENT CYBER WARRIOR Hyvin resursoitu valtiollinen hyökkääjä 

ORGANIZED CRIMINAL Järjestäytynyt rikollisuus 

CORRUPT GOVERNMENT OFFICIAL Virka-asemaansa väärinkäyttävä virkamies 

LEGAL ADVERSARY Lakipahis 

INTERNAL SPY Luotettu henkilö, joka kerää dataa omiin tarkoituksiinsa 

GOVERNMENT SPY Valtion tukema sisäpiiriläinen 

THIEF Varas 

VENDOR Toimittaja (laite, softa, palvelu yms) 

RECKLESS EMPLOYEE Välinpitämätön työntekijä 

UNTRAINED EMPLOYEE Osaamaton työntekijä 

INFORMATION PARTNER Yhteistyökumppani 

DISGRUNTLED EMPLOYEE Tyytymätön työntekijä 
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Appendix 5. Threat scenarios and disruptions in National risk 
assessment 2018 (Pousi, 2019, p. 69) 

 

 

 

 

 


