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Background: In spite of evidence that demonstrates the impact explicit strategy 
instruction can have on students’ ability to comprehend text, few educators in-
clude these lessons in their classes. As a result, students graduate without the 
appropriate literacy foundation. Given the time commitment necessary to develop 
teacher practice and the urgency of this issue, it is useful to consider alternative 
methods of support.  
 
Purpose: The study’s objective was to explore the potential of a minimally adap-
tive intelligent tutoring system that provides explicit strategy instruction for com-
prehension monitoring. The question was whether or not such a system could 
raise student awareness of their understanding as they read, which would give 
evidence as to the system’s potential to support comprehension.   
 
Methodology: The research was designed as a proof-of-concept, randomized 
control study. Students in both the control group and the intervention group were 
given a pre-test that assessed metacognition and their ability to paraphrase text. 
Half of those students then participated in the intervention where they received 
explicit instruction in comprehension monitoring through an intelligent tutoring 
system prototype. Then students in both groups completed a post-test to meas-
ure growth.  
 
Results: Results were mixed. A paired-sample t-test was used to determine that 
there was not a statistically significant difference in the change from pre-test to 
post test in students’ ability to note a planted error; however, there was a statisti-
cally significant difference in the students’ ability to notice vocabulary break-
downs. Additionally, there was evidence of accelerated growth on several 
measures for the intervention students as compared to the control students.  
 
Conclusions: There is evidence to suggest that a minimally adaptive intelligent 
tutoring system has the potential to support comprehension of grade level text. In 
order to further explore the extent to which such a system can provide support, 
the student model should be built out further in order to capture all parts of the 
metacognitive process.   
 
 

Key words: comprehension monitoring, explicit instruction, intelligent tutoring 
system, metacognition, strategy instruction 
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GLOSSARY  
 

Intelligent Tutoring System (ITS) A computer system that adapts to student 

input in order to provide targeted instruction, practice, 

and feedback.  

  

Metacognition   Often referred to as “thinking about think-

ing,” the term metacognition is generally used to de-

scribe one’s awareness and control of their thought pro-

cess.  

 

Comprehension Monitoring Also known as metacognitive reading, com-

prehension monitoring refers to the active process of 

reading that encompasses having an awareness of 

one’s understanding and the strategic use of strategies 

to address comprehension breakdowns.  
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1 INTRODUCTION 
 

A literate society is a healthy society. The human, economic, political, cultural, 

and social benefits of literacy have been well documented. As such, literacy is 

considered a fundamental human right that is protected by many international 

treaties (The United Nations, Educational, Scientific, and Cultural Organization 

[UNESCO], 2005). And yet, the World Literacy Foundation (2018) estimates that 

three billion people across the world struggle with even basic literacy skills  (World 

Literacy Foundation, 2018).   

 

Literacy encompasses a number of cognitive functions, which include both 

reading and writing. This current study is concerned primarily with those functions 

involved in reading comprehension. These functions can be taught through 

explicit strategy instruction (Fielding and Peierson, 1994; Grossman, Loeb, 

Cohen, & Wyckoff, 2013). However, a study recently published in Reading 

Research Quarterly revealed that teachers spend less than half their instructional 

time on explicit strategy instruction for comprehension (Magnusson, Roe, & 

Blikstad-Balas, 2019). Furthermore, very little of that instructional time would 

qualify as high-quality instruction (Magnusson et al., 2019; Grossman et al., 

2013). What is more is that of the comprehension strategies taught, there were 

only two instances where a teacher explicitly instructed students in how to monitor 

their comprehension, a skill that is critical to understanding text (Magnusson et. 

all, 2019).  

 

Improved professional development for teachers in this area is an important step, 

especially when one considers the significant potential expert teachers have to 

improve student outcomes (Hattie, 2012; RAND Corporation, 2012). However, 

The Education Commission of the States (2005) concludes that teacher change 

only comes after signifiacnt time investment—up to 50 hours of instruction, 

practice and coaching of the new strategies (p. 19). Other research breaks this 

down to a goal of 3-4 hours per week and 10 days per year spent developing 

one’s professional practice (Killion, 2013, p. 6). In places like the United States, 

where 79% of a teacher’s work week is spent in front of students, finding time to 

devote to continued professional development is a challenge (Organization for 

Economic Co-operation and Development [OECD], 2018). Given this reality, it 



6 

 

could take years before educators develop the expertise necessary to better 

support comprehension instruction. Thus, improved professional development 

cannot be the only solution.  

 

It is possible that technology can be leveraged to address the issue. And indeed, 

many intelligent tutoring systems (ITSs) for literacy skills already exist. The 

challenge to these systems lies, at least part, in the fact that there are numerous 

ways to solve any given breakdown in comprehension (Jacovina & Mcnamara, 

2017). And in a system that aims to improve students’ comprehension, the 

problem itself changes depending on the specific knowledge and skills a student 

brings to the text. Thus, creating a highly adaptive system to support 

comprehension through improved monitoring presents significant hurdles.  Still, 

the evidence that even minimal levels of adaptivity can lead to improved 

outcomes in systems that support general comprehension is promising (Jacovina 

& Mcnamara, 2017). It is therefore worth exploring the potential of  such a system 

to support comprehension monitoring specifically.  
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2 Theoretical Framework  
 

ITS design generally includes four components: the knowledge base, the student 

model, the pedagogical model, and the user interface, (Sani & Aris, 2014; Sedl-

meier, 2001; US Army Research Laboratory, 2015).  The knowledge base refers 

to the specific learning goals as they relate to content and skill and the pedagog-

ical model refers to the instructional practices that are employed to achieve these 

goals. The student model refers to the adaptability of the system, or how it adjusts 

based on student inputs. And user interface refers to the specific technology and 

formatting of the system itself.  

 

To create their system, developers for the Intelligent Tutoring System of the 

Structure Strategy (ITSS) followed a process laid out by researchers for the 

United States Army Research Institute for the Behavioral and Social Sciences. 

Their first step was to build the knowledge base by identifying the appropriate 

learning tasks. They then determined the ideal learning approach for their peda-

gogical model. This was followed by developing the student model where they 

created possible tutor-student interactions. Finally, they created and programmed 

the user interface. (Anderson, Corbett, Koedinger, Pelletier, 1996; Wijekumar & 

Meyer, 2006).  

 

The theoretical framework for this study is informed by this process. In order to 

examine the potential a minimally adaptive ITS has to support student compre-

hension through improved monitoring, a prototype must first be built. To do that, 

the design process used by the ITSS and US Army Research developers is fol-

lowed. The following section is organized by this process. For each step, there is 

first a review of the relevant literature that relates to the component addressed 

(e.g. the knowledge base, the pedagogical model…). After the review, findings 

are synthesized in order to inform the design for each component of an ITS that 

could support comprehension monitoring. 
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2.1 Building the Knowledge Base  
 

The goal for this ITS is to support comprehension on grade appropriate texts 

through explicit strategy instruction for comprehension monitoring, which is a met-

acognitive process (Jacobs & Paris, 1987). To build a strong knowledge base, it 

is therefore important to first understand the relevant research in metacognition.  

 

Educational psychologist, John Flavell, originally coined the term metacognition 

in 1979 to mean “cognition about cognitive phenomenena” (Flavell, 1979, p. 906.) 

More simply, metacognition is “thinking about thinking” (Jacobs and Paris, 1987, 

p. 255; Martinez, 2006, p. 696). This definition can be misleading, as 

metacognition also includes the active monitoring and control, or management, 

of one’s thought (Martinez, 2006; Kuhn & Dean, 2004). Thus, discussions about 

metacognition generally focus on two categories of mental activities: knowledge 

of cognition and monitoring of cognition (Baker & Brown, 1980; Cross & Paris, 

1988; Flavell, 1979).  

 

2.1.1 Knowledge about Cognition  
 

Flavell (1979) argued that metacognitive knowledge consists of knowledge of 

oneself, knowledge of the task and knowledge of the strategies. Further review 

of the literature surrounding metacognitive theory supports dividing metacognitive 

knowledge into three groups; however, it is generally broken down into: (1) 

Declarative knowledge, (2) Procedural knowledge and (3) Conditional knowledge 

(Schraw and Moshman, 1995; Jacobs & Paris, 1987).   

 

While these approaches are related, they are not the same. Flavell (1979), for 

instance, emphasizes a person’s understanding of his or herself as part of the 

metacognitive process. While these could be considered declarative statements 

such as I am good at math, or Reading long texts is hard for me, other 

researchers broaden their view of declarative knowledge to include facts we know 

about the world (Anderson, 1983; Jacobs & Paris, 1987; Sahdra & Thagard, 

2003; Sun, Merrill, & Peterson, 2001).   Some refer to declarative knowledge as 

knowing that, as in, one may know that slowing down can help them better 

understand text, or one may know that sentence structure can provide clues to 
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unknown words (Jacobs & Paris, 1987; Sun, Merrill, & Peterson, 2001). The 

knowledge base for this prototype will take this broader view that declarative 

knowledge include more generalizable world knowledge.   

 

Declarative Knowledge and Comprehension Monitoring  

 

In order to design the knowledge base for an ITS that supports comprehension 

monitoring, it is important to consider the declarative, or world knowledge, that 

students must know in order to effectively monitor their comprehension. In a 

classroom context, this can be seen as the content of a lesson—the facts about 

reading or language that are always true or at least generalizable to a broad 

context. Determining the appropriate learning goals to build the knowledge base 

is no easy task given that reading is considered an ill-defined domain (Jacovina 

& McNamara, 2017). It is also challenging because declarative, or world, 

knowledge plays a role in the rest of the metacognitive process (Flavell, 1979; 

Schraw, 1998). The research that informs those learning goals is discussed in 

this section.  

 

There is a common misconception, especially among struggling readers, that 

reading is simply saying the words on the page rather than an active process that 

involves thinking (Schoenbach, Greenleaf, & Murphy, 2012; Association for 

Supervision and Curriculm Development [ASCD], 2005). Therefore, a first step 

must be to ensure students know that reading is an active process and that this 

process begins by paying attention to what they do and do not understand. 

Additionally, failure to recognize a comprehension breakdown may come, at least 

in part, from not knowing the standard against which a reader is judging under-

standing (Markman, 1979). Therefore, another early lesson must clarify this 

standard for students.  

 

In reading comprehension, this may look like judging whether or not one can par-

aphrase the text. Paraphrasing a text is considered a strong reading strategy be-

cause it helps students understand text better. It is useful because it forces the 

reader to put text into language that is more easily accessible and also make 

connections between content. (National Reading Panel, 2000).  If the reader can-

not put the text into their own words, it likely means there was something they did 
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not understand (Jacobs & Paris, 1987). Thus, students need to know that they 

likely understand the text when they can paraphrase it and that they likely don’t 

understand if they cannot.  

 

In addition to knowing what comprehension is and the standard used to measure 

the extent of comprehension, declarative knowledge can also refer to one’s 

awareness about the factors that affect comprehension (Cross & Paris, 1988). 

While these factors certainly vary from reader to reader, there are some 

frameworks used to determine text difficulty. For instance, The Common Core 

State Standards, the national learning standards used in the United States, uses 

a three-part model (“English Language Arts…”, n.d.). This model considers the 

qualitative components of a text, such as levels of meaning, knowledge demands, 

and language conventions or clarity. It takes reader and task into consideration. 

This means that what the reader is asked to do with the text can determine the 

difficulty of the text. Perhaps the reader must simply read to identify a piece or 

two of explicitly stated information. This would make the difficulty easier com-

pared to a task where the reader must interpret multiple conclusions based on 

inferential information. Finally, the model considers the quantitative demands of 

a text—those demands that can be assessed using a computer. ("English 

Language Arts…", n.d.). Figure 1 illustrates these three factors that affect text 

complexity.  
 

 
Figure 1. Measuring Text Complexity: Three Factors (“English Language Arts…”, 

n.d.) 

 

Although the Common Core model requires human considerations about text, 

there is some evidence that quantitative measures are enough to accurately pre-

dict text difficulty, particularly in lower grades. Nelson, Perfetti, D. Liben and M. 

Liben (2102) tested several quantitative tools and concluded that these tools 

could objectively measure text complexity. While there is some variation in what 

aspect of texts the tools analyze, there is also notable overlap, as can be seen in 

Table 1. 
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TABLE 1. Measures of Text Complexity (Nelson et al., 2012) 

Tool Variables Used 

• Lexile®  • Word Frequency 

• Sentence Length  

• ATOS • Word length 

• Word grade level 

• Sentence length (with adjustments for extreme sentence length 

in the ATOS for books formula) 

• Book length (in ATOS for books formula) 

• Degrees of 

Reading 

Power®: 

DRP® Ana-

lyzer  

• Word length 

• Word difficulty 

• Sentence Length 

• Within-sentence punctuation 

• REAP 

(REAder-

specific Prac-

tice) Reada-

bility Tool  

• Word frequency 

• Word length  

• Sentence length 

• Sentence count 

• Parse tree of sentences and paragraphs 

• Frequency of node elements 

• Source Rater • Word frequency 

• Word length 

• Word meaning features (concreteness, imagability, etc.) 

• Word syntactic features (tense, part of speech, proper names, 

negations, nominalizations, etc.) 

• Word types (academic verbs, academic downtoners, academic 

word list) 

• Sentence length 

• Paragraph length 

• Within-sentence and between-sentence cohesion measures 

• Number of clauses (including type and depth) 

• Text genre: informational, literary, or mixed (computed auto-

matically or manually overridden, if preferred) 
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• Pearson 

Reading Ma-

turity Metric  

• Pearson Word Maturity Metric 

• Word length (e.g. syllables per word) 

• Sentence length 

• Within-sentence punctuation 

• Within and between-sentence coherence metrics 

•  Sentence and paragraph complexity (e.g. perplexity)  

• Order of information 

• Coh-Metrics 

Text Easabil-

ity Assessor  

• Word frequency 

• Word length 

• Word meaning features (concreteness, imagability, number of 

senses, etc.) 

• Word syntactic features (part of speech, negations, etc.) 

• Sentence length 

• Sentence complexity 

• Paragraph length 

• Within-sentence and between-sentence cohesion measures 

 

Each of the tests includes some measure of words used in the text. This suggests 

that text difficulty can be determined at least in part by the vocabulary used. This 

is unsurprising given that researchers have consistently conclude that improving 

student vocabulary is one key to improving comprehension (Beck, Perfetti, & 

McKeown, 1982; Biemiller & Slonim, 2001; Edmonds et al., 2009). Each test also 

analyzes the characteristics of the sentences used in a text: length, punctuation, 

and coherence with other sentences. This is because the syntactic frame (syntax) 

can impact comprehension (Dapretto & Bookheimer, 1999). Finally, most of the 

tools measure text length, either the length of individual paragraphs or the length 

of the text as a whole. This speaks to the issue of reader stamina. Students who 

lack stamina could quickly become fatigued when reading longer texts and would 

then struggle to actively monitor their comprehension (Hiebert, Wilson, & Trainin, 

2010). 

 

Thus, while reading can be a highly individualized process, it is possible to draw 

some general conclusions about what makes text difficult in order to develop the 

knowledge base for this prototype. Based on the above analysis, the knowledge 
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base should teach students that difficult vocabulary, challenging syntax, and 

length of text are all features that may complicate comprehension.  

 

Another aspect of text complexity that is important to consider is the knowledge 

demands it places on the reader. Research has defined background (or world) 

knowledge as (1) prior knowledge about the text’s topic; (2) prior knowledge that 

the text is about that topic (context v. no context) and (3) the extent to which the 

text’s vocabulary clarifies the topic (Carrell, 1983). Because the first two 

knowledge demands are reader-specific rather than text specific, let’s take a 

closer look at their connection to comprehension.  

 

One study, popularly referred to as “The Baseball Study”, found that prior 

knowledge in the content area of the text was the most important factor in pre-

dicting a child’s ability to recall and summarize a text (Recht & Leslie, 1988).  In 

the study, students were divided into four categories: low-reading skills/low-

knowledge of baseball; low-reading skills/high-knowledge of baseball; high-read-

ing skills/low-knowledge of baseball; high-reading skills/high-knowledge of base-

ball. The study found that students with high-reading skills and high-knowledge 

of baseball were best able to summarize a text about baseball and recall infor-

mation from it. It found that the group that had the second highest success was 

the group that had low-reading ability but high-knowledge of baseball. Students 

who had high-reading ability, but low-knowledge of baseball were no more likely 

to accurately summarize or recall the text than low-readers who also had low-

knowledge of baseball. The researchers concluded that instructors need to spend 

at least as much time building content knowledge as skill building. This study also 

supports the theory that text complexity is determined in part by the extent of 

reader’s knowledge about the topic.  

 

Another study found that prior knowledge that the text is about a particular topic 

also improves comprehension. In this study, researchers introduced readers to a 

pre-reading strategy called THIEVES. This strategy aims to help students under-

stand text structure as well as “steal information” prior to reading the text (Al-Faki 

& Siddiek, 2013, p. 42). The researchers found that activating prior knowledge 

led to increased comprehension of a text, in this case, for English Language 

Learners. This further supports the idea that a reader’s knowledge of the topic 
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impacts text complexity.  

 

Because a reader’s knowledge about a topic impacts the text complixity, the 

knolwedge base for an ITS that supports comprehension monitoring should also 

teach students that topics they are more familiar with may be easier to 

comprehend while topics they know little about may be more difficult to 

comprehend.  

 

Procedural/Conditional Knowledge and Comprehension Monitoring  

 

When talking about metacognition, declarative knowledge can be simplified to 

refer to what a person knows about a strategy. Procedural knowledge then refers 

to knowing how to execute the strategy, and conditional knowledge refers to 

knowing when to execute the strategy and why that is the right choice  (Jacobs & 

Paris, 1987; R. Lorch, E. Lorch, & Klusewitz, 1993; Schraw & Moshman, 1995). 

These three knowledge domains are related (Flavell, 1979). Figure 2 was 

designed to provide an example of this  relationship 

 

Declarative Knowledge 
(what) 

Procedural Knowledge 
(how)  

Good readers 
paraphrase text in order 
to gauge understading.   

1. Read a chunk of the text (length determined 
by text difficulty).  
2. Pause, cover the text, and try to put it into your 
own words.  
3. Assess how much of it you were able to 
paraphrase.  

• > 80%, you probably understood.  
• < 80%, you may need to use a strategy to 

repair a breakdown.  
 

 

 

 

 

 

 

Figure 2. Example of the Relationship Between the Three Knowledge Domains 

 

Condtional Knowledge 
(when/why) 

I am going to pause 
after smaller chunks 
because this text looks 
difficult and I am more 
likley to have 
comprehension 
breakdowns.   

Declarative Knowledge 
Text is more difficult 
when there is 
unfamiliar vocabulary 
or content, when 
syntax is complex and 
when the length is 
longer.  
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As illustrated, these knowledge domains can be intertwined (Sun, Merrill, & 

Peterson, 2001). This is one challenge to building the necessary knowledge base 

for this ITS. Furthermore, the ill-defined nature of reading means that there are 

innumerable strategies readers can employ depending on the features of that 

specific task (Jacovina & McNamara, 2017).  

 

To further understand the complexity involved in designing the knowledge base 

for an ITS that supports comprehension monitoring, consider the fact that readers 

must be taught what, how, when and why for every comprehension monitoring 

strategy (Jacobs & Paris, 1987), and that the interrelatedness of each component 

makes logical scaffolding a challenging task. Consider, for example, just one 

learning goal in the knowledge base: Students will be able to monitor their 

comprehension as they read. This is a seemingly straightforward goal; however, 

students need to build declarative, procedural, and conditional knowledge (and 

not necessarily in a specific order) to achieve it. Figure 3 has been created to 

illustrate this complex relationship and demonstrate the amount of knowledge 

needed for just one learning goal (D=Declarative Knowledge, P=Procedural 

Knowledge, and C=Conditional Knowledge). This underscores the complexity of 

building the knowledge base for this ITS.  
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Figure 3. Learning Goal Breakdown into Knowledge Domains 

 

This only captures the first learning goal. The metacognition required to monitor 

comprehension also includes applying strategies when there is a breakdown and 

different strategies when there is not one. However, given the time constraints of 

this study, this will not be explored; knowledge beyond building awareness will 

not be built into the knowledge base.  

 

Even without the additional aspects of metacognition, there are still countless 

learning goals to consider, prioritize and scaffold in the knowledge base for this 

prototype. In order to do this effectively, it is useful consider research in effective 

curriculum planning. One framework that stands out is the Understanding by 

Design framework, first developed by Grant Wiggens and Jay McTiegh in 2000. 

 

 

P & C 

Learning Goal: Students will be able to monitor their comprehension as they read.  

One way that good readers monitor their 

comprehension is to see if they can paraphrase 

the text.   

Paraphrasing 

is when you 

put the text in 

your own 

words.  

How to 
Paraphrase 

1. Read a 

chunk of the 

text.  

2. Cover the 

text.  

3. Say what 

happened the 

way you’d talk 

to one of your 

friends.    

 

If the text is difficult or 

boring, pause after 

smaller chunks to see if 

you can paraphrase. If 

the text is interesting or 

fun, pause after longer 

chunks to see if you 

can paraphrase.    

Text complexity is increased when there 

is unfamiliar vocabulary or content, 

difficult syntax, longer length, or an 

uninteresting topic.   

If you were able to 

paraphrase >80% of the 

text, you probably 

understood. If you were 

able to paraphrase        

< 80% of the text, you 

probably didn’t 

understand.   

Paraphrasing Criteria for 
Success 

• All (or almost all) of the text 

is clearly captured. 

• No new ideas have been 

added. 

• I use different words and 

sentence structures to say 

the same thing.  

• When I can’t use different 

words, I can define each 

word in my paraphrasing.  

 P 

D  

Good 

readers 

preview the 

text to 

determine 

difficulty and 

make a plan 

for chunking.   

D & P 

Proced

ural 

D 

D 

D, P & C 

Procedura

l 

D & P 

Proced

ural 

D 
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This framework encourages instructors to first think of the desired student 

outcomes and then create a backwards map of all of the content and skills 

necessary to reach this goal (Wiggens & McTiegh, 2011).  Use of this framework 

has been associated with improved scaffolding in lesson planning and 

transparent and explicit instruction (Bowen, 2017).  

 

2.1.2 Monitoring of Cognition  
 

Flavell (1979) argues that metacognitive monitoring occurs in the action and 

interactions of metacognitive knowledge, metacognitive experiences, goals (or 

tasks) and actions (or strategies). A metacognitive experience can be described 

as having a moment where one notices something about where they are at in 

relation to their goal and what progress they are likely to make towards it. It is 

related to metacognitive knowledge because metacognitive knowledge helps one 

become aware in the first place, and the act of awareness adds to one’s 

metacognitive knowledge bank. When one has a metacognitive experience, they 

must reflect on the goals/task in front of him or her and make some decisions 

regarding the task. For instance, they must consider whether or not the goals are 

currently appropriate. If they are, they may choose to move forward as planned. 

If a different goal needs to be met first in order to provide support towards the 

ultimate goal, the current aim may shift. Actions (or strategies) refers to both 

cognitive and metacognitive strategies. According to Flavell (1979), cognitive 

strategies are the approaches one might choose in order to make progress, and 

metacognitive strategies are those one might use to monitor it.  

 

Other researchers describe metacognitive monitoring as a process of planning, 

monitoring, and (re)evaluation (Jacobs & Paris, 1987; Schraw & Moshman, 

1995). While the language may be different, there is significant overlap between 

this approach and Flavell’s. When boiled down, monitoring of cognition involves 

the reoccurring process of analyzing the goal, selecting appropriate strategies to 

achieve the goal, applying those strategies and assessing their effectiveness, 

and then reconsidering the goal in light of this analysis (Flavell, 1979; Jacobs & 

Paris, 1987; Schraw & Moshman, 1995). To do this well, one must have 

significant knowledge of cognition as it relates to the task as well as the ability to 

execute this process with a level of automaticity.  
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In order to build the knowledge base of this ITS, it useful to consider how these 

two facets of metacogntion interact in reading comprehension. The following 

section illustrates these interactions and discusses the implications for this study.  

 

Monitoring of Cognition and Comprehension Monitoring 

 

Researchers have found that good readers tend to be metacognitive readers 

(Jacobs & Paris, 1987; National Research Council, 1998; Mirandola, Ciriello, 

Gigli, & Cornoldi, 2018).  These readers understand that comprehension is an 

active process which requires a significant amount of strategizing and reflecting 

rather than just simple decoding of words (Jacobs & Paris, 1987). This active 

reading process includes comprehension monitoring and using repair strategies 

when understanding breaks down. The use of declarative, procedural, and con-

ditional knowledge is integral to this process.  

 

Readers who monitor for comprehension well are effective at judging their own 

comprehension. They recognize when they can continue moving forward in the 

text and when they need to pause to adjust goals and apply strategies  (Mirandola 

et al., 2018). According Markman (1979), noticing a breakdown might occur at a 

superficial level, such as realizing you don’t understand the jargon being used or 

that you’ve lost track of the subject in the sentence. Comprehension breakdown 

might also occur at a more complex level. One may, for instance, understand 

each sentence or component of a text individually, but struggle to make connec-

tions between ideas in order to synthesize and understand the deeper meaning 

(Markman, 1979). A strong reader might recognize that they failed to comprehend 

at either of these levels and can then activate knowledge and strategies to repair 

their understanding. Less effective readers may not have the knowledge or strat-

egies for repair. They may also fail to realize that they did not understand and 

therefore neglect to adjust course in order to gain meaning.  

 

Readers who effectively monitor their own comprehension, and are therefore 

more likely to be strong readers, are often not aware that they have engaged in 

this process (Baker, 1979). Indeed, this is the ultimate goal of this ITS, as auto-

mated comprehension monitoring frees up a reader’s working memory. This sup-

ports deeper comprehension as it frees up space for other impactful strategies 
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such as summarizing and predicting (Bryant, Cain, & Oakhill, 2004; U.S. Depart-

ment of Education, 2010).  

 

In order to support automation, it may be useful to develop a framework for 

metacognitive monitoring that helps students organize the extensive cognitive 

knowledge necessary to support comprehension monitoring. This framework may 

also support teacher (or tutor) clarity around the strategies, which can further aid 

comprehension monitoring, (Fisher, Frey & Hattie, 2016).   

 

2.1.3 Implications for the Knowledge Domain  
 

The previous analysis of research in the field of metacognition and comprehen-

sion monitoring has led to the following conclusions about the knowledge domain 

for this prototype: 

• Students must build specific declarative knowledge: 

o Reading is an active process that involves thinking. 

o Good readers pay attention to how well they are understanding. 

o One way that good readers know they understand is they can put 

the text in their own words. 

o Vocabulary, syntax, topic familiarity, and length are four text fea-

tures that can be used to assess difficulty. 

• Students must build specific procedural and conditional knowledge such 

as: 

o how good readers use paraphrasing to assess understanding. 

o when good readers use paraphrasing to assess understanding.  

• The Understanding by Design framework can be leveraged to identify, 

prioritize, and scaffold specific learning goals.  

• A framework for metacognition can simplify the relationship between the 

metacognitive process and cognitive knowledge, two key components for 

effective comprehension monitoring.    

 

Using these principals, a framework has been developed for building awareness 

of comprehension. Please see Apendix 1. Metacognitive Toolbox.  

2.2 Building the Pedagogical Model  
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In order to design this prototype, it is next important to explore research that in-

forms the ideal learning approach for the pedagogical model. This model will in-

clude explicit modeling of skills. The following section will discuss a specific strat-

egy for this explicit modeling, as well as other instructional design considerations 

to support internalization. It will then investigate pedagogical models currently in 

use and will synthesize this information to identify the ideal learning approach for 

this pedagogical model.  

 

2.2.1 Comprehension Instruction 
 

In order to improve comprehension, students need to see models of thinking that 

support comprehension monitoring (Collins, Brown, & Newman, 1989). One way 

many educators make their thinking visible is through cognitive modeling, or the 

think-aloud. The think-aloud has been proven to be an effective way to support 

reading comprehension (Baumann, Seifert-Kessell, & Jones, 1992; Sönmez & 

Sulak, 2018; Wade, 1990). In a think-aloud for reading, this may look like the 

instructor reading the text, and then verbally describing the process he or she 

goes through to make sense of the text as they read. The best think-alouds in-

clude a rationale for why teachers think the way they do. The think-alouds for this 

ITS should include examples of monitoring understanding and noting why break-

downs occurred.  

 

After students see the model, they need multiple, authentic, and varied practice 

opportunities to help them apply strategies in a variety of contexts (Rupley, Blair, 

& Nichols, 2009). Research shows that this practice should be purposeful and 

systematic, or deliberate (Ericcson, Krampe, Tesch-Romer, 1993). In this work, 

Ericcson et al. (1993) argue that expert performance is the result deliberate prac-

tice rather than innate ability. Though the level of importance he ascribed to de-

liberate practice in determining expertise has since been successfully challenged, 

researchers still agree that it is part of the equation for success (Hambrick, 

Oswald, Altmenn, Meinz, Gobet, Campitelli, 2014; Macnamara, Hambrick, & 

Oswald, 2014).  

 

The need for deliberate practice provides further support for the creation of a 

framework to support comprehension monitoring. While the specific strategies 
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students apply may be different given the breakdowns and features of text, the 

process can remain the same. Being able to use the same process in a wide 

variety of contexts gives students the necessary opportunities for deliberate prac-

tice, which increases the likelihood that these processes will become automatic 

(Coyle, 2009).  

 

When thinking about comprehension instruction, it is also crucial to remember its 

role as one part of the curriculum rather than the entire curriculum. Educators 

skeptical of the push for metacognitive instruction worry that students will solely 

be taught the technical aspects of reading and not the social and emotional as-

pects (Jacobs & Paris, 1987).  Additionally, recent research concludes that stu-

dents who read just 15 minutes per day demonstrated greater reading ability 

(Renaissance Learning, 2019). Thus, while the instruction needs to provide ex-

plicit modeling and opportunities for practices, it also should (and can) be suc-

cinct.  

 

2.2.2 Existing Pedagogical Models  
 

When determining the appropriate learning design, it useful to consider the ped-

agogical models already in use, particularly those whose design has been in-

formed by research. This section will explore three existing models.  
 

With The Dynamic Support of Contextual Vocabulary Acquisition for Reading 

(DSCoVAR), an ITS that is currently being developed with funding from the US 

Department of Education, students are taught strategies they can use when they 

come across words they don’t know. (“Dynamic Support of Contextual”, n.d.) 

While the goal of this ITS is to support Tier 2 vocabulary acquisition, the program 

can also help students learn effective solving strategies for when comprehension 

fails due to a vocabulary breakdown, as it explicitly teaches students how to use 

context to make sense of unknown words. This system also provides nuanced 

feedback to students when their responses are incorrect or only partially correct 

(Jacovina & Mcnamara, 2017).  

 

The Intelligent Tutoring System of the Structure Strategy is designed to help mid-

dle readers use text structure to make sense of connections between ideas in 
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expository and argumentative texts. The system provides over 100 lessons on 

the structure strategy; it appears that these strategies include explicit instruction 

on how to use the strategy. It also provides a tutor that helps them with the read-

ing of the passages, and feedback on students’ written main idea statements. 

This system is adaptive in that it not only provides feedback to students based on 

their written responses; it also adjusts lessons based on student performance. 

Research about the impact of this ITS demonstrated its ability to markedly im-

prove students’ reading comprehension scores (Meyer, Wijekumar, & Lin, 2011).  

 

Interactive Strategy Trainer for Active Reading and Thinking (iSTART) was de-

signed to increase the impact SERT (Self-Explained Reading Training) could 

have on student achievement. This strategy is drawn from cognitive science re-

search which concludes that students can use self-explanation to solve problems 

(Chi, Bassok, Lewis, Reimann, Glaser, 1989). SERT applies this to reading com-

prehension by arguing that self-explanation can support inferencing, problem 

solving, mental modeling, and deeper understanding (McNamara, O’Reilly, 

Rowe, Boonthum, & Levinstein, 2007). The program teaches four key strategies. 

The first strategy is comprehension monitoring, where kids are taught to deter-

mine whether or not they understand the text. If students determine they do not 

understand, they are encouraged to try other strategies to repair the breakdown. 

One strategy is paraphrasing. This serves two goals: put the material into a more 

familiar mental representation and assess comprehension. Students are then en-

couraged to elaborate, where they use their world knowledge and knowledge of 

the text to make logical elaborations on the text. This encourages students to 

draw inferences. When students cannot complete this, SERT pushes students to 

use their world knowledge and knowledge of the text to fix the breakdown. Stu-

dents are also taught to make predictions about upcoming material as a way to 

encourage metacognition. And finally, students are taught a strategy called bridg-

ing. In this strategy, students are taught that they should connect different parts 

of the text in order to understand the relationship between ideas.  

 

iSTART was developed because researchers realized that scaling the SERT 

training was difficult, and they wanted to give more students access to the strat-

egies. The program uses a character to serve as the “teacher” who guides stu-

dents through the lessons. The lessons begin with an introduction to the strategy 
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and a model of characters using the strategy. It is followed by a demonstration 

where characters demonstrate self-explanation using several of the strategies. In 

this level, the program can increase or decrease the level of scaffolding depend-

ing on student data. In the final module, the reader can practice the reading strat-

egies he or she has learned. The ITS assesses the self-explanations and pro-

vides feedback to the student. This feedback includes information on which strat-

egy to try. Researchers found that this approach had a significant impact on com-

prehension (McNamara et al., 2007).  

 

What is unclear in iSTART (and the second-generation version, iREADY) is the 

extent to which it teaches students how to use the strategies (procedural 

knowledge), which Grossman (2013) and her colleagues found to be a crucial 

component of driving student achievement. McNamara (2017), lead researcher 

and developer for iSTART, mentions in one research paper that the metacogni-

tive instruction in iSTART is, indeed, implicit, which seems to contradict other 

research about the need for explicit strategy instruction (McCarthy, Johnson, 

Likens, Martin, & McNamara, 2017).  

 

2.2.3 Implications for the Pedagogical Model  
 

The previous review of research related to comprehension instruction and exist-

ing pedagogical models underscores the need to ensure the pedagogical model:  

o Includes a think-aloud to explicitly model the strategy.  

o Includes deliberate practice.  

 

Additionally, the pedagogical model designed for this study will differ from the 

model used in iSTART, the closest competitor, in two ways. First, paraphrasing 

will not be used as a solving strategy in this prototype. Following Markman’s 

(1979) research, it will be used as a measurement tool against which students 

can assess their comprehension. Second, all instruction in this prototype will ad-

dress declarative, procedural, and conditional knowledge; the explicit modeling 

will include an explanation of how and when to use specific strategies.   
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2.3 Developing the Student Model  
 

One main difference between an ITS and other software that aims to promote 

learning is the adaptable nature of the system. This is captured in the design of 

the student model. The following section describes key features of this adaptabil-

ity before explaining the challenges to creating this model. It concludes by naming 

the key features that remain in the minimally adaptive prototype.  

 

One feature of adaptability for an ITS is its multimedia environment, which can 

create a highly integrated learning experience for students by offering significant 

levels  of choice and control (Cairncross & Mannion, 2001). Intelligent tutoring 

systems also provide students a more personalized experience through individu-

alized practice and feedback (Heilman, Collins-Thompson, Callan, & Eskenazi, 

2006; Kegel & Bus, 2012). John Hattie (2012) points out that with an effect size 

of .75, providing feedback is one of the most important things an instructor can 

do to drive student achievement (p. 269). Thus, leveraging technology to support 

this could be highly impactful. Furthermore, training teachers to deliver high qual-

ity feedback can be costly and time consuming, and an ITS can easily reach a 

large number of students with relatively little teacher intervention (McNamara et 

al., 2007).  

 

However, designing a model that achieves the above aims, particularly in the 

domain of reading comprehension, presents numerous challenges. Jacovina and 

McNamara (2017) have even argued that given the ill-defined nature of reading, 

it may be impossible to model the same success developers have had with ITSs 

for math instruction. What is more is that a key advantage of an ITS is its ability 

to provide feedback to students, but feedback is most effective when it is contex-

tualized (Hattie & Timperley, 2007). Given that effective execution of reading 

skills is also highly contextual, developers face significant obstacles to providing 

personalized and contextual feedback (Jacovina & McNamara, 2017). Further-

more, students need to read authentic texts in order to become effective readers 

(Duke & Pearson, 2009). However, finding authentic texts that provide multiple 

opportunities for students to practice the targeted skill can be challenging, as de-

velopers of the ITS, REAP, found (Heilman et al., 2006).  
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The challenges inherent in designing a highly adaptive system has led some de-

velopers to deemphasize the student model (Sedlmeier, 2001). Given the large 

effect size Hattie (2012) found for providing feedback, it is clear that this feature 

is a crucial component of the student model. However, higher levels of teacher 

clarity in the pedagogical model may make it possible to somewhat decontextu-

alize this feedback.  

 

2.4 The Research Question  
 

Comprehension monitoring is an important skill that leads to deeper and more 

accurate understanding of text. And yet, explicit instruction in classrooms around 

comprehension monitoring is limited and consistently of poor quality. There is 

evidence that intelligent tutoring systems may be employed to support this skill, 

but the highly complex nature of reading comprehension presents numerous 

challenges.  

 

The aim of this research is to explore the possibility of using a minimally adaptive 

intelligent tutoring system to support comprehension monitoring. The objective of 

this research is to determine to what extent a minimally adaptive tutoring system 

for comprehension monitoring can impact a students’ awareness and metacog-

nition while reading. The purpose of this research is to establish evidence that 

such a system has potential to impact student comprehension. The research and 

findings will be used in the development phase for the product.  

 

The main research question is:  

Does a minimally adaptive intelligent tutoring system designed to provide 
explicit strategy instruction for comprehension monitoring have potential 
to improve student comprehension on grade-appropriate text?  

The sub-research question is:  

• Does explicit instruction in noticing breakdowns in comprehension 

caused by unfamiliar vocabulary increase student awareness of these 

potential breakdowns?  
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The null hypothesis in this study is that there is no statistically significant differ-

ence in outcomes for students who participate in the intervention as compared to 

the control group (H0: μd = 0). In other words, students in the intervention will 

show no difference in their ability to notice a planted error, notice vocabulary 

breakdowns, or paraphrase grade-appropriate text. The alternative hypothesis is 

that there is a statistically significant difference (H1: μd ≠ 0) in the students’ ability 

to demonstrate these skills.  
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3 Research Design and Methodology  
 

3.1 Introduction  
 

The National Science Foundation Directorate for Engineering defines proof-of-

concept research as “the realization of a certain method or idea to ascertain its 

scientific or technological parameters. A proof-of-concept should be understood 

sufficiently so that potential application areas can be identified and a follow-on 

working prototype designed” (National Science Foundation, 2014, section II., 

para. 3). Proof-of-concept research is often used for research that is in the early 

stages where the aim is to demonstrate the scalability of a concept (Kendig, 

2016). It is an appropriate model for this study given that one application of the 

data is to determine whether or not resources should be allocated to design a 

complete prototype. This research was been designed as a randomized control 

study. 

 

3.2 Population of the Study  
 

The sample was chosen from students at an urban charter school in Philadelphia. 

94% of the students at this charter school qualify for free or reduced lunch, which 

is often used as an indicator of relative poverty in the United States (Snyder & 

MUSU-Gillette, 2015). The school serves over 900 students in grades 6-12. The 

demographic breakdown of the school is presented in Figure 4.  

 

 
Figure 4. Intervention School Demographics  
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In the selected 8th grade classroom, 96% of the students identified as Black (28 

students) and 4% (2 students) identified as Hispanic. 63% identified as male (19 

students) and 37% identified as female (11 students). All qualified for free or re-

duced lunch.  

 

Reading levels varied in the class, though only three were reading at a Lexile 

level that fell within the 6th-8th grade band, as determined by the Measure of Ac-

ademic Progress (MAP) test. This is a computer-based standardized test used in 

US schools to determine reading levels. Class reading level is presented in Figure 

5.   

 

 
Figure 5. Class Reading Level  

 

3.3 Sampling Procedure  
 

30 students from an 8th grade English Language Arts (ELA) class in this urban 

charter school in Philadelphia were given the pre-test. The tests were mixed up 

and 20 were randomly pulled from the pile. The chosen pile was checked to en-

sure even distribution of students who identify as girls and students who identify 

as boys. The procedure was repeated until there were ten boys and ten girls in 

the pile. Then the pile was divided into two groups of ten, again, working ensure 

an even distribution of girls and boys. Pile one became the intervention group 

and pile two became the control group. Three of the students chosen were absent 

on the second day of the intervention: two from the intervention group and one 

from the control group. In order to maintain like-comparisons, eight students from 

the nine present in the control group were randomly selected for the data analy-

sis.  
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3.4 The Sample  
 

This section outlines the demographic data for the Intervention Group and Control 

Group. It is organized in tabular form in order to provide an easy comparison 

between the groups as well as between each group and the whole class. Reading 

levels by grade band for the whole class, intervention group, and control group is 

presented in Table 2. The gender makeup of the whole class, intervention group, 

and control group is presented in Table 3. And the racial makeup of the whole 

class, intervention group, and control group is presented in Table 4.  

 

TABLE 2. Reading Level Breakdown  

Reading Levels Class 
Intervention 

Group 
Control 
Group 

2-3 Grade Band 15 4 4 

4-5 Grade Band 11 4 4 

6-8 Grade Band 3 0 0 

 

TABLE 3. Identified Gender Breakdown  

Gender Class 
Intervention 

Group 
Control 
Group  

Male 19 4 4 

Female 11 4 4 

 

TABLE 4. Racial Breakdown  

Race Class 
Intervention 

Group 
Control 
Group  

Black 28 7 8 

Hispanic  2 1 0 

 

3.5 Instrumentation  
 

Numerous tools have been developed to measure one’s metacognition while 

reading. They typically either measure one’s knowledge about cognition or their 

regulation of cognition. While these tools do offer a level of insight into a student’s 

thinking, there are limitations to the insight as metacognition is such a complex 
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process that accurate assessment is difficult (Ozturk, 2017). The following sec-

tion describes some of the most commonly used tools, what they measure, and 

the drawbacks to using each one. It concludes by describing the instrument used 

for this study.  

 

3.5.1 Tools to Measure Metacognition  
 

Questionnaires 

  

To test one’s knowledge about cognition, researchers often turn to questionnaires 

(Baker & Cerro, 2000). The Metacognitive Awareness of Reading Strategies In-

ventory (MARSI), is one example. This tool was designed to determine the extent 

to which students used reading strategies while reading academic text (Mokhtari 

& Reichard, 2002). The researchers constructed this tool with the understanding 

that making meaning is a deliberate act that can therefore be measured. In this 

assessment, students were given 30 questions and were asked to score them-

selves on scale of 1-5 about the extent to which they use that specific global 

reading strategy, problem solving strategy, or support reading strategy. The re-

searchers tested the final draft of the tool on a pilot group of 443 students in 

grades 6-12 and found the reliability for the total sample to be .89. They also 

found correlation between high ratings and reading ability. One limitation of using 

this tool is that “students’ perception of strategy use are a reflection of a moment 

in time rather than a reflection of their reported strategies across different times, 

texts, or tasks” (Mokhtari, Dimitrov, & Reichard, 2018, p. 222). Another limitation 

is that awareness of a strategy does not guarantee that students actually use the 

strategy. Thus, the researchers caution that use of this tool should be comple-

mented with additional assessments. 

 
Error Detection  

 

Another assessment tool that is often used is the error detection approach. This 

approach is most often used to assess regulation of cognition, or comprehension 

monitoring (Baker & Cerro, 2000). In this approach, the student is asked to read 

a text that contains an error and is monitored to determine whether or not they 

identify the error. This approach is built upon the theory that students who are 
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actively monitoring their comprehension will notice the problematic text. The is-

sue is that readers don’t treat all breakdowns alike. Baker (1979) found that col-

lege students were significantly more likely to notice a problem that interrupted 

their understanding of main idea than problems with details in a passage. This 

could suggest that readers prioritize breakdowns that have a more significant im-

pact on their understanding. Failing to call attention to the breakdown may simply 

mean that it was not considered an important breakdown rather than indicate a 

lack of metacognition. One additional conclusion Baker drew is that readers will 

often go to significant lengths to impose sense on a text, which highlights another 

limitation of this tool. The reader may have noted the inconsistency, but he or she 

applied solving strategies so quickly that they did not register the breakdown. The 

research also revealed the fact that though many readers are capable of compre-

hension monitoring, they may not do so consistently. Additional research notes 

that this approach is problematic because texts don’t generally contain errors and 

inconsistencies (Baker & Cerro, 2000).   

 

Verbal Reports  

 

A third approach researchers often take to assessing metacognition is to use ver-

bal reports. This is commonly seen in the form of a think-aloud (Bereiter & Bird, 

1985; Wade, 1990). In this assessment, participants describe their thoughts ver-

bally while they read a passage. The researcher will note their thoughts, only 

interjecting to push the participant to tell them more. The researcher will also take 

note of the participant’s non-verbal cues like visible signs of frustration or engage-

ment. This approach can be used to measure both metacognitive control and 

metacognitive knowledge. In spite of this approach’s potential to provide in the 

moment data, there are many drawbacks to this assessment. First, pausing to 

verbally describe one’s thinking can disrupt the reading process and place more 

stress on one’s working memory—a key resource in the reading process. Sec-

ond, participants, particularly struggling readers, may not feel comfortable de-

scribing their thinking, or may not have the language to express themselves ac-

curately. Finally, think-alouds can be difficult to score, and often require two scor-

ers for inter-rater reliability. (Ozturk, 2017).  
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3.5.2 Instrumentation for this Study 
 

Given the time constraints for this study, questionnaires were not used, as results 

of this survey should be complemented with another assessment. Similarly, ver-

bal reports were rejected due to the fact that they often require two scorers for 

inter-rater reliability. This left the Error Detection Paradigm, which was used in 

this study to assess metacognition.  

 

As shown, this instrument is not without limitations. In their 1982 study to deter-

mine what conditions were likely to facilitate error detection, Winograd and John-

ston dissected many of these issues. Still, they concluded that the error detection 

paradigm is best used to assess the reader’s ability to explicitly notice and name 

their breakdown (Winograd & Johnston, 1982). Baker (1979) also argued that 

students are more capable of noticing errors when explicitly instructed to do so. 

While she mentioned this as a limitation of the tool, this fact makes it appropriate 

for this study given that part of the strategy instruction involves making students 

aware that they should notice breakdowns while they read.  

 

The specific instrument used for collecting data has been designed by the re-

searcher and is based on the instrument described in Winograd and Johnston’s 

1982 study using the error detection paradigm. The version used in this study has 

not been validated.  

 

The instrument consisted of two authentic paragraphs for the pre-test and two 

different paragraphs for the post-test. The decision to use authentic paragraphs 

was based on Rupley, Blair and Nichol’s 2009 study that argued for the use of 

authentic texts in reading instruction. One paragraph was a fictional passage and 

one was a non-fiction passage. Because the subjects in this experiment were 8th 

graders and the research question specifically asks about grade appropriate 

texts, each paragraph fell towards the upper end of the 6-8th grade band as de-

fined by the Common Core State Standards. Each paragraph was 5-6 sentences 

long and included a made-up word chosen at random from a free, online fake-

word generator. This word was placed about 60 words into the paragraph in a 

researcher-written simple-sentence that logically connected to the previous sen-

tence. The paragraphs and placement of the error were kept short in order to test 
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for the ability to notice breakdowns rather than the ability to notice breakdowns 

over a long period of text. The latter would be testing stamina as much as skill. 

Baker’s (1979) research supported this, as she noted that errors placed higher in 

a paragraph were noticed more often than errors placed lower in the paragraph.  

 

Baker (1979) also noted that failure to report error detection did not necessarily 

mean the subjects failed to notice it; they simply fixed the error and moved on. In 

order to control for this possibility, the instrument included a direction to para-

phrase the text. If students could accurately paraphrase the text in spite of the 

error, it would suggest that their response to the planted error was similar to the 

subjects’ response in Baker’s (1979) study. Paraphrasing was also included as a 

measure of comprehension. Student paraphrasing was assessed using a non-

validated, researcher created rubric that rates a student on a scale of 1-4 for their 

ability to paraphrase. See below for the ratings:  

 

1. Paraphrasing is inconsistent/inaccurate 

2.  Paraphrasing is more consistent/accurate; around half the text is captured 

either in their own words or by noticing a breakdown; key pieces may be inaccu-

rate 

3. A significant portion of the text is captured in their own words or by noticing a 

breakdown; a significant portion of the understanding is accurate 

4. Most to all of the text is captured in their own words or by noticing a breakdown; 

most to all of the understanding is accurate.  

  

Students were tested as an entire class. They were directed to read each pas-

sage, identify anything that was confusing, and then paraphrase the passage. 

These directions were all written as step-by-step directions under each passage. 

These tests were conducted on paper and handed in to the researcher.  

 

3.6 Intervention Design  
 

The materials for the intervention included three lessons designed to take no 

more than 15 minutes. The first two lessons included a short video (2-4 minutes) 

that named the objectives for the lesson and provided an explicit model of the 

targeted comprehension skill. The objectives for the first two lessons were the 
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same for all students and focused on building awareness around their under-

standing. To build their declarative knowledge, students were taught that good 

readers continually assess their understanding of text, that paraphrasing is one 

way to do this, and that text is often more difficult when it is boring or includes 

difficult vocabulary. To build their procedural and conditional knowledge, students 

were then shown how and when to use paraphrasing to assess their understand-

ing. After the video, students completed practice using Google Forms. This prac-

tice included a review of the introduced declarative knowledge as well as practice 

using the skills. Where possible, the automated feedback feature on Google 

Forms was used to respond to student answers. This simulated adaptive tech-

nology. 

 

The third lesson also included a brief video that named the objectives and pro-

vided an explicit model of the targeted comprehension skill. The objectives for 

this lesson, however, were more targeted. The researcher analyzed the student 

work from the first two lessons and used the data to determine the learning out-

come for each student. Depending on their data, students were either given ad-

ditional support with noticing breakdowns or instruction to improve their para-

phrasing.  

 

All passages used were authentic texts, and their Lexile levels fell within the 6-8 

grade band. The texts alternated between fiction and non-fiction. Students com-

pleted these lessons on school issued Chromebooks using Google Classroom.  

 

3.7 Procedure 
 

The intervention was run over the course of two consecutive school days. Stu-

dents in both the control group and the intervention group were given 30 minutes 

to complete the pre-test in their first period ELA class. Directions for how to com-

plete the test were given to all students as a group. These directions were re-

peated when students had individual questions. The word “paraphrase” was also 

defined for students when asked. This procedure was completed at the end of 

day two for the post-test.  
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For manageability, the intervention group was split into two groups of five stu-

dents. Each group completed a total of three lessons over the course of the two 

days. The first two lessons were completed on day one, and the third lesson was 

completed on day two. The intervention was run in a nearby empty classroom to 

minimize distractions to both the intervention group and the control group.   

 

3.8 Data Collection  
 

Students participating in the intervention were pulled from their ELA class in order 

to ensure that potential improvement in reading scores could not be attributed to 

additional time spent in reading instruction over the course of the intervention. 

Subjects belonged to the same cohort of students, meaning they saw the same 

instructors over the course of the school day. This helped isolate the intervention 

as the variable rather than varying teacher quality. This is important as teacher 

quality has been found to have the largest impact on student achievement (RAND 

Corporation, 2012).  The support provided by the researcher was limited to tech-

nical support to log onto the program and directions for the pre and post-test. 

Students who lacked motivation to complete the intervention lessons as pre-

scribed were not redirected or given additional prompts. This protected against 

external motivation or strong relationships as variables to consider in data analy-

sis.   

 

3.9 Ethical Considerations 
 

According to American Educational Research Code of Ethics (AERA, 2011), ed-

ucation researchers work to avoid harm. This study had the potential to cause 

harm in several ways.  

 

First, students who were already behind were to be pulled from their class to 

receive an intervention whose efficacy had yet to be proven. In order to mitigate 

this harm, the researcher worked with a supervisor at the school to determine 

which cohort this would impact the least. The class chosen was one whose 

teacher was in her second year and was still struggling to deliver strong instruc-

tion.  
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Second, the intervention provided minimal scaffolding for texts that are at mini-

mum three levels beyond the subjects’ reading level. This could harm the subjects 

by further frustrating already struggling readers and causing shutdown. This was 

addressed in two ways. First, in early lessons, the researcher defined success as 

“noticing there was a breakdown” rather than “getting it right.” This allowed all 

students, regardless of reading level, the opportunity to demonstrate success. 

Second, the researcher included one specific piece of strength-based feedback 

at the opening of the third lesson.  

 

Finally, in schools where students have faced significant trauma, like this urban 

charter school, students are more likely to struggle to regulate their emotional 

response. Outbursts, sometimes violent, can happen, especially when students 

feel out of their comfort zone or are redirected by an adult with whom they do not 

have a relationship (National Scientific Council on the Developing Child, 

2005/2014).  In order to minimize this risk, the researcher split the intervention 

group into two groups of five. This allowed her to give students space in the test-

ing room and respond more quickly if needed.  

 

It was also important to note that the students who participated in the study were 

minors. Before they were allowed to participate in the study, they needed to turn 

in a permission slip signed by a parent or guardian. The permission slip described 

the study and provided the researcher and principal’s contact information for any 

parent who had additional questions or concerns.  

 

3.10 Data Preparation 
 

Student pre-tests and post-tests were collected. Each student was assigned a 

number and names were blacked out to preserve anonymity. Each passage was 

scored in four categories.  

 

1. Error Detection: Subjects who circled, highlighted or wrote the error on the lines 

provided were assigned a 1. Subjects who did not acknowledge the error were 

assigned a 0.  
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2. Vocabulary Specific: Subjects who made note of any vocabulary breakdown, 

including the made-up word and any other word that they notice causing break-

down, were assigned a 1. Subjects who did not acknowledge a breakdown were 

assigned a 0.  

 

3. Noticing ANY Breakdown: Subjects who made note of any breakdown by cir-

cling, highlighting or writing on the lines were assigned a 1. Subjects who did not 

make note of any breakdown were assigned a 0.  

 

4. Paraphrasing: Each passage was given a paraphrasing score from 1-4.  

 

Students’ ability to detect error was determined by the following prompt:  

 

“Was there anything in the passage that was confusing or didn’t make sense to 

you? Use the highlighter to circle or highlight it in the passage or copy on the lines 

below. If you can, write down why it confused you.”  

 

These breakdowns were considered general breakdowns if students included 

larger chunks of text that were highlighted or copied, such as complete sen-

tences, or if students included the text and made a statement about their general 

confusion. When students circled, highlighted, or copied specific words, it was 

considered a vocabulary breakdown. Similarly, when students copied larger sec-

tions of text and stated something to the effect of “I don’t know what these words 

mean,” it was counted as a vocabulary breakdown.  
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4 Results 
 

4.1 Introduction 
 

Data from the 16 subjects, 8 in the intervention group and 8 in the control group, 

is reported in this section. Several comparisons were made for each score cate-

gory in order to determine if the ITS has the potential to impact student outcomes, 

and which (if any) students are most likely to experience this impact. These in-

clude comparing the intervention group to the control group, readers at the 4th-5th 

grade Lexile level in the intervention group to the same level readers in the control 

group, and readers below a 4th grade Lexile level in the intervention group to the 

same level in the control group. In each comparison the raw scores as well as 

their statistical significance are reported.  

 

The null hypothesis in this study was that there would be no difference in out-

comes for students who participate in the intervention as compared to the control 

group (H0: μd = 0). In other words, the intervention neither supported nor hurt 

comprehension or their ability to notice the planted error, vocabulary-specific 

breakdowns, or paraphrase text. The alternative hypothesis was that there is a 

difference (H1: μd ≠ 0). This would mean that the intervention helped or hindered 

student awareness and/or paraphrasing.  

 

4.2 Data Presentation 
 

Error Detection 

 

Table 5 shows that 3 more students in the intervention group noticed the planted 

error in the post-test than in the pre-test, which is a 300% increase.  It also shows 

that fewer students in the control group noticed the planted error in the post-test 

than in the pre-test.  
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TABLE 5. Whole Group Error Detection Pre-Test vs. Post-Test  

  Pre-test    Post-Test  
Group  Noticed  Did Not Notice    Noticed Did Not Notice  

Intervention  1 7   4 4 

Control  2 6   1 7 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 

change in scores for the intervention group (M=.375, SD=.512) and the control 

group (M=.125, SD=.35); t(14)=1.13, p=.278. There is not enough evidence to 

reject the null hypothesis (H0: μd = 0). 

 

Table 6 includes all students from the intervention group. It shows (in bold) that 

each of the students who did not notice the planted error did notice a vocabulary 

breakdown and that this breakdown occurred before the planted error. None of 

the students who failed to notice the planted error noticed a breakdown in vocab-

ulary after the planted error.  

 

TABLE 6. When Intervention Students Noticed Vocabulary Breakdowns   

 
  

  
    

Stu-
dent   

Notice Er-
ror?  

Notice vocabulary 
breakdown?  

Before Er-
ror?  

After Er-
ror?  

IS1 
 

No Yes Yes No 
IS2 

 
Yes NA NA NA 

IS3 
 

Yes NA NA NA 

IS4 
 

No Yes Yes No  
IS5 

 
Yes NA NA NA 

IS6 
 

No Yes Yes No 
IS7 

 
No Yes Yes No  

IS8 
 

Yes NA NA NA 

 

Table 7 includes students who read at a 4th-5th grade Lexile level. It shows there 

was a 200% increase in students in the intervention group who noticed the 

planted error in the post-test as compared to the pre-test. It also shows that there 
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was no change in the number of students in the control group who noticed the 

planted error in the post-test as compared to the pre-test.  

 

TABLE 7. 4th-5th Grade Lexile Level Error Detection   

 
          

  Pre-test    Post-Test  
Group  Noticed  Did Not Notice    Noticed Did Not Notice  

Intervention  1 3   3 1 

Control  1 2   1 2 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 

change in scores for the intervention group (M=.5, SD=.577) and the control 

group (M=0, SD=0); t(5)=.102, p=.203. There is not enough evidence to reject the 

null hypothesis (H0: μd = 0). 

 

Table 8 includes students who read below a 4th grade Lexile level. It shows that 

in this group, more students in the intervention group noticed the planted error in 

the post-test than in the pre-test. Percent increase cannot be calculated because 

0 students noticed the error in the pre-test. This table also shows a 100% de-

crease in the number of students who noticed in the error in the post-test as com-

pared to the pre-test.   

 

TABLE 8. Below 4th Grade Lexile Level Error Detection  

 
          

  Pre-test    Post-Test  

Group  
Noticed  Did Not Notice    Noticed 

Did Not No-

tice  

Intervention  0 4   2 2 

Control  1 3   0 4 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 

change in scores for the intervention group (M=.5, SD=.577) and the control 

group (M=-.25, SD=.5); t(6)=.049, p=.097. There is not enough evidence to reject 

the null hypothesis (H0: μd = 0). 
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There was not a statistically significant difference in the ability of the intervention 

group to notice the planted error in the post-test as compared to the pre-test in 

any of the data configurations. However, there is consistent evidence that stu-

dents in the intervention group were more likely to notice the planted error. There 

is also evidence to suggest that students who did not notice the planted error may 

not have due to issues of stamina rather than lack of metacognitive skills.  

 

Vocabulary Specific 

 

Table 9 shows that all of the students in the intervention group noticed at least 

one breakdown in vocabulary on the post-test, which is a 300% increase from the 

pre-test. It also shows that one fewer student in the control group noticed at least 

one vocabulary breakdown on the post-test, which is a 50% decrease from the 

pre-test.  

 

TABLE 9. Whole Group Noticing ANY Vocabulary Breakdown  
 

  Pre-test    Post-Test  
Group  Noticed  Did Not Notice    Noticed Did Not Notice  

Intervention  2 6   8 0 

Control  2 6   1 7 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was significant difference in the 

change in scores for the intervention group (M=.75, SD=.463) and the control 

group (M=-.125, SD=.354); t(5)=.0004, p=.0008.  

 

Table 10 includes students who read at a 4th-5th grade Lexile level. It shows there 

was a 200% increase in students in the intervention group who noticed any vo-

cabulary breakdown in the post-test as compared to the pre-test. It also shows 

that there was no change in the number of students in the control group who 

noticed the planted error in the post-test as compared to the pre-test.  
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TABLE 10. 4th-5th Grade Lexile Level Noticing ANY Vocabulary Breakdown    

  
    

 
  

  Pre-test    Post-Test  
Group  Noticed  Did Not Notice    Noticed Did Not Notice  

Intervention  1 3   3 1 

Control  1 2   1 2 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was significant difference in the 

change in scores for the intervention group (M=.75, SD=.5) and the control group 

(M=0, SD=.0); t(5)=.026, p=.052. There is evidence to accept the alternative hy-

pothesis (H1: μd ≠ 0). 

 

Table 11 includes students who read below a 4th grade Lexile level. It shows there 

was an increase in students in the intervention group who noticed any vocabulary 

breakdown in the post-test as compared to the pre-test. The percent increase 

cannot be calculated because the number of students who noticed the breakdown 

in the pre-test is 0. The table also shows that there a 100% decrease in the num-

ber of students in the control group who noticed any vocabulary breakdown in the 

post-test as compared to the pre-test.  

 

TABLE 11. Below 4th Grade Lexile Level Noticing ANY Vocabulary Breakdown  
 

  Pre-Test    Post-Test  
Group  Noticed  Did Not Notice    Noticed Did Not Notice  

Interven-

tion  0 4   2 2 

Control  1 3   0 4 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was significant difference in the 

change in scores for the intervention group (M=.75, SD=.5) and the control group 

(M=-.25, SD=.5); t(6)=.015, p=.030. There is evidence to accept the alternative 

hypothesis (H1: μd ≠ 0). 
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There was a statistically significant difference between the intervention group and 

control group as a mixed sample, as well as in the 4th-5th grade Lexile level and 

below 4th grade Lexile level samples. This suggests that the intervention has the 

potential to impact student ability to notice vocabulary breakdowns. This is further 

supported by the intervention group’s percent increase in noticing breakdowns 

on the post-test as compared to the pre-test. It also suggests that students who 

are closer to reading at a grade-appropriate level are better supported by the 

intervention.  

 

Noticing ANY Breakdown  

 

Table 12 shows that 3 more students in the intervention noticed any type of break-

down in the post-test as compared to the pre-test, which as an increase of 60%. 

1 more student in the control group noticed any type of error in the post-test as 

compared to the pre-test, which is an increase of 25%.  

 

TABLE 12. Whole Group Noticing ANY Breakdown   

 
          

  Pre-test    Post-Test  
Group  Noticed  Did Not Notice    Noticed Did Not Notice  

Intervention  5 2   8 0 

Control  4 4   5 3 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 

change in scores for the intervention group (M=.375, SD=.518) and the control 

group (M=.125, SD=.354); t(14)=.139, p=.278. There is not enough evidence to 

reject the null hypothesis (H0: μd = 0). 

 

Table 13 shows that while students were likely to notice breakdowns more gen-

erally in the pre-test, they were more specifically noticing or naming the break-

downs as vocabulary breakdowns by the post-test. It demonstrates that half the 

students in the intervention group had some awareness of being confused before 

the intervention and that this awareness became more explicit after the interven-

tion.  
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TABLE 13. Types of Errors Students in the Intervention Group Notice in Pre-Test 

and Post-Test   

Student  Pre-Test Post Test  
IS1 No General 

IS2 General Vocab 

IS3 No Vocab 

IS4 General Vocab 

IS5 Vocab Vocab 

IS6 No Vocab 

IS7 General Vocab 

IS8 Vocab Vocab 

 

Table 14 includes students who read at a 4th-5th grade Lexile level. It shows that 

there was a 100% increase in students in the intervention group who noticed any 

type of breakdown, and a 50% increase in students in the control group who no-

ticed any type of breakdown.  

 

TABLE 14. 4th-5th Grade Lexile Level Noticing ANY Breakdown  

            

  Pre-test    Post-Test  
Group  Noticed  Did Not Notice    Noticed Did Not Notice  

Intervention  2 2   4 0 

Control  2 1   3 0 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 

change in scores for the intervention group (M=.5, SD=.577) and the control 

group (M=.333, SD=.577); t(5)=.361, p=.721. There is not enough evidence to 

reject the null hypothesis (H0: μd = 0). 

 

Table 15 includes all students who read below a 4th grade Lexile level. It shows 

that there was a 33% increase in students in the intervention group who noticed 

any type of breakdown in the post-test as compared to the pre-test. It also shows 

that there was no change in the number of students in the control group who 

noticed any type of breakdown on the post-test as compared to the pre-test.  
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TABLE 15. Below 4th Grade Lexile Level Noticing ANY Breakdowns  

  

  Pre-test    Post-Test  
Group  Noticed  Did Not Notice    Noticed Did Not Notice  

Intervention  3 2   4 0 

Control  2 0   2 0 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 

change in scores for the intervention group (M=.25, SD=.5) and the control group 

(M=0, SD=0); t(6)=.178, p=.356. There is not enough evidence to reject the null 

hypothesis (H0: μd = 0).  

 

The data shows that many of the students began the intervention with some abil-

ity to generally notice breakdowns and that the intervention pushed students to 

be more specific in the types of breakdown they were noticing.  

 

Paraphrasing 

 

Table 16 shows that there was a 25% improvement in the mean paraphrasing 

score for students in the intervention group and a slight decrease (10%) in the 

mean paraphrasing score for students in the control group.  

 

TABLE 16. Mean Paraphrasing Score for ALL Students    

        

  Pre-test    Post-Test  
Group  Mean Score   Mean Score 

Intervention  0.75   1 

Control  1.25   1.125 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 

change in scores for the intervention group (M=.25, SD=.463) and the control 

group (M=-.125, SD=.354); t(14)=.045, p=.09. There is not enough evidence to 

reject the null hypothesis (H0: μd = 0). 
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Table 17 includes all students who read at a 4th-5th grade Lexile level. It shows 

that there was a 25% improvement in the mean paraphrasing score for students 

in the intervention group and a 20% decrease in the mean paraphrasing score 

for students in the control group.  

 

TABLE 17. Mean Paraphrasing Score for Students Reading at a 4th-5th Grade 

Lexile Level    

 
      

  Pre-Test    Post-Test  
Group  Mean Score   Mean Score 

Intervention  0.75   1 

Control  1.67   1.33 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 

change in scores for the intervention group (M=.25, SD=.5) and the control group 

(M=.333, SD=.577); t(5)=.105, p=.211.  There is not enough evidence to reject 

the null hypothesis (H0: μd = 0). 

 

Table 18 includes all students who read below a 4th grade Lexile level. It shows 

that there was a 25% improvement in the mean paraphrasing score for students 

in the intervention group and no change in the mean paraphrasing score for stu-

dents in the control group.  

 

TABLE 18. Mean Paraphrasing Score for Students Reading Below a 4th Grade 

Lexile Level   

 
      

  Pre-Test    Post-Test  

Group  
Mean Score   

Mean 

Score 

Intervention  0.75   1 

Control  1   1 

 

A paired-sample t-test was conducted to compare the mean change in the inter-

vention group and the control group. There was not a significant difference in the 
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change in scores for the intervention group (M=.25, SD=.5) and the control group 

(M=.0, SD=0); t(7)=.146, p=.292. There is not enough evidence to reject the null 

hypothesis (H0: μd = 0). 

 

Table 19 includes students from the intervention group whose paraphrasing 

scores improved. It includes either direct quotes from pre/post-tests or a descrip-

tion of the paraphrasing. In two of the three examples, students moved from no 

attempt at paraphrasing to an attempt, though the paraphrasing remained inac-

curate or unclear. The student who attempted paraphrasing in the pre-test at-

tempted to paraphrase more of the text in the post-test, though again, the para-

phrasing remained largely inaccurate or unclear.   

 

TABLE 19. Paraphrasing Evidence Comparison for Intervention Students    

Student Pre-Test   Post-Test  

IS1 

"There's nothing confus-

ing."; no attempt at para-

phrasing.   

  

"I just didn't understand what 

the heck was going on in the 

second sentence."; attempted 

to paraphrase first sentence.  

IS4 

"I don’t get this because 

it's talking about all these 

things that just confused 

me all the way."; no at-

tempt at paraphrasing.  

  

Noted two vocabulary break-

downs; attempted to para-

phrase 2 sentences (out of 

four). 

IS8 

Noted one vocabulary 

breakdown; attempted to 

paraphrase first sentence.  

  

Noted 5 vocabulary break-

downs; attempted to para-

phrase each sentence.  

 

The mean paraphrasing score remained low in both groups, and there was not a 

statistically significant difference between the change in scores in the intervention 

group as compared to the control group. However, the fact that there is some 

improvement after just three lessons does suggest that a minimally adaptive tu-

toring system that explicitly teaches comprehension monitoring may have poten-

tial to support comprehension. It also demonstrates the potential for such a sys-

tem to increase student awareness of their vocabulary breakdowns. 
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4.3 Summary  
 

The statistically significant results were mixed. Overall, there was not significant 

evidence to show that the intervention helped students notice a planted error. On 

the other hand, there was statistically significant evidence that showed the ITS 

increased student awareness of vocabulary breakdowns. Awareness of one’s un-

derstanding is part of the metacognitive process. Therefore, it may be concluded 

that a minimally adaptive intelligent tutoring system has the potential to improve 

student comprehension (Jacobs & Paris, 1987; National Research Council,1998; 

Mirandola et. all, 2018;). Given that the improvement in student paraphrasing 

scores was not significant, and paraphrasing was used as a measure of compre-

hension, it can also be concluded that there is not yet enough evidence to deter-

mine the extent of this potential.   
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5 Discussion  
 

Though many of the results lack statistical significance, the findings may still be 

important (Amrhein, Greenland, & McShane, 2019; Wasserstein & Lazar, 2016). 

For instance, the increased growth for students in the intervention group supports 

claims that explicit instruction can support comprehension monitoring (US De-

partment of Education, 2010; Fielding & Pearson, 1994; Duke & Pearson, 2009; 

Grossman et al., 2013). That this instruction occurred through a minimally adap-

tive intelligent tutoring system confirms other claims that technology can be used 

to support student learning (Nesbit, Liu, Ma, & Adesope, 2014; Snow, Jacovina, 

& McNamara, 2016; Wijekumar & Meyer, 2006).  

 

The lack of statistical significance in the students’ ability to note the planted error 

(and overall lesser ability to note it as compared to their ability to notice vocabu-

lary breakdowns) is interesting but not necessarily incongruent with other re-

search. For instance, Baker (1979) noted a similar pattern in her study on meta-

cognition in college students; subjects in this study missed a surprisingly large 

number of the planted errors. Baker showed that the errors were more likely 

missed when they were related to details rather than main idea. (Baker, 1979). In 

this current study, none of the planted errors related to the main idea of the pas-

sage. This could explain why students failed to note them as often as they failed 

to note other breakdowns in vocabulary; the other breakdowns made it difficult to 

understand the main idea while the planted errors simply related to details. 

 

Another reason there was a statically significant difference in the intervention stu-

dents’ ability to note vocabulary breakdowns in general but not the planted error 

may be explained by the placement of the error (Winograd & Johnston, 1982). 

Every student in the intervention read below grade level, some significantly, and 

poor readers struggle, at least in part, because of issues with stamina (Hiebert, 

2014). All of the students in the intervention noted at least one breakdown in 

vocabulary understanding that took place before the planted error. This suggests 

that, similar to other studies, the targeted intervention had an impact on their 

comprehension monitoring, but it did not increase reading stamina (Edmonds et 

al., 2009). This is unsurprising given that building reading stamina requires a sig-

nificant time investment and this intervention was completed in a total of 45 
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minutes over two days (Children’s Literacy Initiative, n.d.; Hiebert, 2014).  

 

Additionally, the difference in the number of noted breakdowns and the location 

of these breakdowns between the intervention group and the control group is 

worth considering. In the intervention group, none of the students who acknowl-

edged vocabulary breakdowns did so after the planted error even though all but 

one of them (88%) noted breakdowns in multiple sentences. This suggests that 

their failure to note the planted error may have had more to do with a lack of time 

to read far enough in the text rather than a lack of awareness. On the other hand, 

of the students in the control group who noticed a breakdown, only one student 

acknowledged more than one (20%). Of those who only acknowledged one 

breakdown, 75% noted it in the first sentence (three students) and 25% noted it 

after the planted error (one student). This suggests that, while the students in the 

intervention group were making an effort to monitor their comprehension for 

longer, the students in the control group may have quit quickly or may have en-

gaged in fake reading (Heibert, 2014). This study did not specifically measure 

student motivation, but the intervention group’s apparently greater commitment 

to comprehension monitoring on a difficult passage suggests that the design may 

have impacted it.  

 

In their 1997 study, How Motivation Affects Learning, Vollmeyer, Rollett, and 

Rheinberg noted that two motivational factors were influential on the cognitive-

motivational process: incompetence fear and confidence mastery. They found 

that students who had lower levels of anxiety about failing a task, and higher 

certainty that they would succeed used a more systematic strategy when faced 

with a challenging task (Vollmeyer, Rollett, & Rheinberg, 1997). The scaffolding 

in the design for this study may have influenced these motivational factors.  

 

To understand this, it is important to first consider the students’ probable experi-

ence both in this study and in learning up to this point. Research shows that stu-

dents are likely to experience frustration when less than 93% of a reading task is 

easily accessible (Burns & Dean, 2005; Hattie, 2012). Given that all of the stu-

dents in both the intervention and control group were at least three grade levels 

behind, one can conclude that these passages were at their frustration level. Re-

search also indicates a likelihood that learning goals and experiences for these 
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students have typically focused on comprehension strategies exclusive of com-

prehension monitoring. That is, strategies that focus on summarizing and predict-

ing (Grossman et al., 2013; Magnusson, Roe, Blickstad-Balas, 2018). Given that 

these students were reading at frustration level, one may conclude that these 

learning goals were often unattainable, as they could not comprehend enough of 

the text to make accurate summaries or predictions (as evidenced by their overall 

low paraphrasing scores).  

 

Because the learning goals up to this point had likely focused on comprehension 

rather than comprehension monitoring, the control students may have under-

stood the success criteria for the pre/post-test to be similar. That is, the point of 

the test was to prove that they understood. Because the text was almost certainly 

at their frustration level, there was a reasonable chance these students had low-

confidence and high-anxiety about their ability to successfully complete the task. 

As a result, they lacked the motivation to persist (as suggested by their data re-

lated to stamina).  

 

The students in the intervention, on the other hand, may have had a different 

experience. The first comprehension monitoring strategy presented in this study 

was that Good readers monitor their comprehension as they read. The success 

criteria for this goal was to simply notice a breakdown and admit that they did not 

understand the text. The lesson then moved on to explicitly teach students what 

features of a text are likely to make it difficult, such as the presence of unfamiliar 

vocabulary. For all but one student, this was the extent of the intervention. Be-

cause success was not related to comprehending a frustration level text, students 

could be confident in their ability to attain this goal, thus leading to higher levels 

of motivation, as evidenced by their persistence on the post-test (Vollmeyer, Rol-

lett & Rheinberg, 1997; Hattie, 2012). 

 

Explicit instruction and scaffolding were not the only elements of instructional de-

sign that may have led to the difference in outcomes between the intervention 

group and the control group. Because the intervention also incorporated feed-

back and a responsive lesson, both of which have been shown to drive student 

learning, it can be concluded that these aspects of design also had an impact on 

the results (Hattie, 2012).  
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What is perhaps more interesting is that neither the feedback nor the responsive-

ness was extensive; indeed, the study incorporated minimal adaptability. The 

texts, for instance, were chosen ahead of time and in were no way responsive to 

student interest, reading level, or skill-level. That the students still demonstrated 

growth under these conditions is unexpected in light of research that argues for 

the importance of such conditions (Guthrie, Wigfield, & You, 2012; Sanden, 2014; 

Wigfield, Gladstone, Turci, 2016).  

 

Furthermore, the bulk of the feedback was a formulaic response to students’ an-

swers on a Google Form. While the feedback overall represented a best guess 

as to the misconception the answer choice illuminated, it was largely generic and 

did not address the students’ degree of proficiency towards the goal, nor did the 

feedback provide highly explicit guidance on how to make progress towards the 

goal. Even the slightly more targeted feedback available in the third lesson was 

similarly limited in range. Research, on the other hand, shows that the most im-

pactful feedback is more nuanced and explicit than the feedback offered here, so 

the extent of the growth in the intervention group is notable in this regard (Dean, 

Hubbell, Pitler, & Stone, 2012; Hattie, 2012; Kegel & Bus, 2012).  

 

This data suggests that some of the stated challenges in developing an intelligent 

tutoring system for comprehension monitoring, such as consistently finding just 

right texts or providing highly personalized feedback, may be addressed simply 

by limiting its adaptability (Heilmen et al., 2006; Jacovina & McNamara, 2017). 

The data may also emphasize the importance of effective instructional design 

and provide evidence that the approach used in this study achieves instructional 

clarity around metacognitive strategies, two components crucial to improvements 

in comprehension (Grossman et al., 2013; Hattie, 2012).  

 

5.1 Limitations 
 

This study employed convenience sampling and a small sample size. The ho-

mogenous nature and small sample size make it difficult to generalize the study 

to a larger, more diverse sample of students across the United States and the 

world (Bornstein, Jager, & Putnik, 2013; Tipton, Hallberg, Hedges, & Chan, 

2016).   
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Comprehension is a difficult construct to understand, let alone assess, and as 

such, there are many issues of measurement in studies that aim to capture com-

prehension (Edmonds et al., 2009; Snow, 2003). Furthermore, the instrument 

used in this study was researcher-developed and unvalidated by other studies. 

Thus, the conclusions drawn from the data must be made with a level of uncer-

tainty (Covacevich, 2014; Edmonds et al., 2009).  

 

Time was a third limitation to this study. In order to minimize the disruption to the 

students, the intervention was run during the school’s “reteach week” on the two 

consecutive days students did not have incentive trips or celebrations planned. 

As a result, the intervention only consisted of three lessons. This severely limited 

the amount of explicit instruction the students could engage with; moving too fast 

could hinder their ability to learn the new information and begin to build habits 

around the new skills (National Research Council, 2000; Lally, Van Jaarsveld, 

Potts, & Wardle, 2010).  This may account for the lack of evidence that the inter-

vention improved students’ ability to comprehend the grade appropriate text. Due 

to the short duration, the student outcomes in the study were limited to building 

awareness in order to help students notice breakdowns in general and break-

downs with vocabulary in particular. Noticing breakdowns is just the first step of 

the metacognitive process. In order to improve comprehension, students must 

also learn to make logical connections to the text in order to solve for their break-

down.  
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6 Recommendations  
 

There is enough evidence to warrant further investigation into the potential a min-

imally adaptive intelligent tutoring system has to support comprehension moni-

toring.  Specifically, it may be worth further developing the student model beyond 

noticing one’s comprehension to provide explicit modeling and deliberate practice 

for solving breakdowns as they occur. Additionally, because this study did not 

explore the research behind building an effective user interface, it is recom-

mended that resources be allocated to this task before moving forward with prod-

uct design.  

 

It is important to bear in mind that comprehension monitoring is just one of the 

eight comprehension strategies that have been empirically proven to improve stu-

dent comprehension. It has also been shown that multiple-strategy instruction 

has greater potential to impact comprehension than isolated strategy instruction 

and practice. (National Reading Panel, 2000). Thus, to be most effective, the 

skills learned in this ITS should become an integrated part of the literacy curricu-

lum. To do that, product designers need to consider how to effectively support 

teachers’ internalization of the strategies taught in this ITS.  

 

One recommendation is to design a teacher-facing model to serve as a represen-

tation for the explicit modeling students experience with the ITS. The use of rep-

resentations is a common practice in teacher education and can be used in this 

case to deepen teacher content knowledge (Danielson, Shaughnessy, & Jay, 

2018). The fact that the lessons in this ITS are designed to be efficient (no longer 

than 15 minutes each) makes this a good option for teacher development, partic-

ularly in the United States where teacher time is severely limited (OECD, 2018).  

 

Offering additional support through webinars, expert coaching or professional 

learning communities can also help teachers better integrate these comprehen-

sion monitoring strategies with other lessons in the literacy curriculum. This will 

lead to improved student outcomes. (Darling-Hammond, Hyler, & Gardner, 2017; 

Hattie, 2012). Again, as teacher time is limited, these additional supports should 

be similarly efficient. The approach should also incorporate best practices for ef-

fective teacher professional development as laid out in the 2017 Learning Policy 
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Institute report (Darling-Hammond, Hyler, & Gardner, 2017).  

 

The hope is that this intelligent tutoring system can provide immediate student 

support while simultaneously investing in long-term teacher development. This 

two-pronged approach is necessary because, while technology can improve stu-

dent outcomes, teacher quality remains the most important variable to student 

achievement (Hattie, 2012). It is through this combined approach that we can 

address the urgent literacy crisis facing our world today. 
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APPENDICES  

Appendix 1. Metacognitive Toolbox                    1(2) 

This resource was initially created by the researcher in 2016 for use in an in-

structional guide for Mastery Charter Schools in Philadelphia, Pennsylvania 

in the United States. It has been adapted for this study.  

Goal: Students are aware of when they understand the text and when 

they stop understanding. When they have a breakdown, they can ask a 

specific question about it, and use a toolbox of strategies to solve the 

breakdown to make more meaning. Students realize that these tools 

simply ask them to use what they do know in order to figure out what 

they are confused by. Over time, students get better at metacognition 

and comprehension of longer and longer texts. 

Figure 1. Metacognitive Process 
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Table 1: Metacognitive Toolbox-Building Awareness 

Elements of                     
Metacognition 

Goals: Students… 

Awareness: 
• Monitor Mean-

ing 
• Name Break-

downs 
• Ask Specific 

Questions 

1. Think about the meaning of the texts they are 
reading and pay attention to what their brain is 
thinking.  
2. Articulate every chunk of text they do “get”. 
3. Articulate specific questions about what they 
“don’t get.”  
4. Identify the breakdown at the root of their ques-
tion.  

Building Awareness 
Goals:  1. Students think about the meaning of the texts 

they are reading and pay attention to what their 
brain is thinking. 
2. Students slow down their brains enough to 

- see that they DO understand some things. 

- ask questions about the things they don’t under-

stand 

- identify the breakdown at the root of their ques-

tion 

- pay attention to EVERY part of the passage. 

Metacognitive 
Toolbox 

1. As you read, pay attention to what you are thinking. 
This means you: 
• keep track of the things you “Get”. You know you 

“Get” it because you can put it in your own words. 

• realize if you’re not able to put it in your own 

words. When that happens, finish the thought to 

see if you can. If you still can’t, ask a specific 

question about what you “Don’t Get”, use the 

question to identify what type of breakdown is 

preventing you from understanding (i.e. vocabu-

lary, syntax, text length) 

 


