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Abstract 

The demand forecasting process plays an essential role in any business organization. It 
leads to smaller inventory costs, better planning of resources and, in general, minimized 
costs and maximized customer service level. However, surveys among companies show 
that a very small percentage of them can actually implement the forecasting process suc-
cessfully. There are several reasons behind this, such as lack of knowledge and tools, skep-
ticism about the quality of the process and other reasons.  

The objective of the study was to provide information about the importance of demand 
forecasting for companies. Moreover, factors, such as demand forecasting errors and 
those related to achieving a good quality implementation of demand forecasting were 
studied. Finally, the aim was to create a demand forecasting model for a case company 
and choose the most suitable method for the process.  

During the research process, the author utilized the mixed research approach that in-
cluded components of quantitative and qualitative research methods. The theoretical part 
of the study was based on a literature review, which helped to answer some of the re-
search questions. Based on the collected information, the author was able to conduct a 
case study as well as test and analyze four different methods of demand forecasting.  

The results of the case study helped to choose the most suitable model for the case com-
pany. Although the proposed model was not originally tested and analyzed, it was possible 
to make such conclusion based on the results related to the four chosen models for the 
case study. However, the case study results cannot be generalized because they were 
highly customized for and adjusted to a specific company and its SKU situation in a certain 
environment. In addition, proposals for further research and recommendations for the 
company were given. 
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1 Introduction 

Nowadays, companies meet many problems and challenges on the market in order 

to be successful and stay competitive. This is related not only to small and medium-

sized organizations, but also to the big market leaders. Companies need to have a 

good level of customer service, high product availability, precise production planning 

and excellent inventory management. All of those need to be created and main-

tained in order to achieve higher profits.  

There is one interesting phenomenon which influences all those matters, and it is 

called demand forecasting (TradeGecko 2018). It is easy to understand what demand 

forecasting means, but very hard to do with good quality and high accuracy. This is 

why even when most companies believe that forecasting is important only 13% of or-

ganizations implement it effectively. (Silverman 2017). 

Moreover, according to Chapman & Arnold (2017, 206) forecasts are almost never 

right. This is something that create skepticism among some companies and over 30% 

of organizations do not think forecast is important or should be implemented 

properly (Silverman 2017). These behaviors are wrong, and even though it is impossi-

ble to have a forecast without an error, choosing the right forecast method and im-

plementing the process correctly will have a positive impact on the company’s profit 

and customer satisfaction. 

Apart of skepticism, barriers which prevent companies to do an effective forecast 

are: lack of data, lack of tools and knowledge (ibid.). It is easy to get lost among all 

available demand forecasting techniques and methods, and the task of not only im-

plementing demand forecast but also choosing a right method becomes almost an 

impossible. That is why it is important to understand the pros and cons of each 

method, which groups of demand forecast exist and for which type of data different 

methods are suitable.     

The aim of this study was to provide information about why demand forecasting is 

crucial for companies and explain the related difficulties as precisely as possible. Fur-

thermore, the purpose was to present sufficient amounts of information about fore-

casting groups and methods with their advantages and disadvantages. Finally, the 
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case study in this thesis showcased the situation of how poor done forecast can dam-

age a company and how a proper amount of invested time and efforts in choosing 

the right forecast method can benefit a company.  

2 Research methods  

Research is the way to find answers to the questions that appear during the study of 

a certain phenomenon. It is also about solving problems which are connected to the 

study of a certain subject. (Kananen 2011, 18.) In order to conduct research, some 

special techniques, such as research methods are used. They are utilized to collect, 

sort and analyze data and information which leads to certain conclusions and results. 

(Walliman 2011, 22.) It is very important to decide the most suitable research 

method for a particular study before any research project is executed. Choosing the 

right research method is a very important step in a thesis-process because it can in-

fluence the whole process and the validity of the results. (Saukkonen 2017, 7.) 

Every research project has requirements that it has to fulfill. The most important re-

quirements that research should strive for are as follow: 

• Being objective  

• Being valid  

• Being reliable  

• Being built on previous research (cumulative). 

It is a standard that research gives information that is objective and true. Such con-

cept as objectivity can sound quite debatable, and there is debate whether research 

can be objective and how possible it is to avoid bias. (Dahlberg & McCaig 2010, 14.) 

Validity and reliability are quite important requirements when it comes to research, 

because they provide the possibility to finalize a research project and reach a conclu-

sion. Finally, it is essential that a research project is built on previous researches and 

that is why researcher should conduct literature reviews. This action will make sure 

that the research project that an author is carrying out is builds on rather than dupli-

cates previous studies. (Dahlberg & McCaig 2010, 14 – 15.) 
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In order to meet the requirements above, there are three main approaches that can 

be utilized in a research project: the quantitative, qualitative and mixed approaches. 

Undoubtedly, the three approaches are not direct opposites, but rather they repre-

sent different ends of a continuum. Usually, researcher choose either a quantitative 

or qualitative method, depending on the phenomenon of the study. However, quite 

often a subject cannot be studied and analyzed only from one perspective and in that 

situation, it is wisely to use the mixed approach. (Creswell 2014, 32.) 

2.1 Qualitative research method 

The qualitative research approach means using words in order to interpret data 

which was collected and analyzed (Braun & Clarke 2013, 2). In general, this method 

provides answers to the why questions and give possibility to explain specific phe-

nomena in general or detailed way (Biggam 2008, 86). The most common ways of 

collecting data include conducting interviews, participant observations procedures, 

implementation of surveys, focus groups and reading and analyzing different sources 

of literature. All these processes of collecting information generate data in the forms 

of notes, audio and video recordings as well as transcripts. (Mack & Woodsong 2005, 

2.) 

A qualitative research method is more flexible than quantitative, and it allows more 

interactions between the researcher and study participants. It brings emotional in-

volvement to the researcher and makes it difficult to avoid bias and subjectivity. 

Moreover, the framework of this method is semi-structured and there are no formu-

las, which means that the researchers need to decide the structure and algorithm by 

themselves. Because of this characteristic of the method, it takes more time to com-

plete the research process. (ibid., 3 – 4.) 

Advantages and disadvantages of qualitative research 

The qualitative research approach has its own benefits and drawbacks. One of the 

main advantages of this approach is that findings from qualitative data can often be 

transferred to another setting or to a similar population, which provides an oppor-

tunity to gain a rich and complex understanding of a specific issue or subject. This 

quality allows to cover the subject of the study in depth and in detail. Secondly, one 
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of the main data collection methods is interviews with open ended questions, which 

allows high interactions between the researcher and study participants and leads to 

situations where the participants’ responses influence on the choice and manner of 

the researcher’s following questions. This situation gives a possibility to the re-

searcher to redirect the questions, guide the participants and revise the framework 

of the interviews in real time. Moreover, qualitative research is able to provide the 

“human” side of the topic, because it is based on human experience and what people 

feel about a given research subject. According to this, qualitative data can be more 

influential and compelling in comparison to the quantitative one. (Advantages and 

Disadvantages of Qualitative Research 2014; Mack & Woodsong 2005, 1 – 4.) 

However, in spite of all the advantages of the qualitative approach, it also has some 

weaknesses. The biggest drawback of this method is that the quality of the research 

is highly dependable on the skills of the researcher. Furthermore, as it was men-

tioned above, the researcher is highly involved in the process of data collection, 

which can influence the responses of the study participants. This situation makes 

qualitative research very bias-based and impossible to be as objective as quantitative 

research, and therefore, it can produce wrong results and conclusions. Because of 

these features, this research approach is sometimes not accepted in scientific com-

munities. Furthermore, as all the collected data is text and as it does not have a 

structure, the interpretation, analysis and visualization of the data can be time- and 

labor-consuming. (Advantages and Disadvantages of Qualitative Research 2014.) 

2.2 Quantitative research method 

The quantitative research approach is differing from the qualitative and it deals with 

numbers and relationships between them, and it is typically based on variables. 

Hence, when a researcher uses this method, the interpretation of the data is based 

on numbers, and the most common way to collect it is by conducting surveys. Not 

only the data is presented in numbers, but the process also follows statistical rules, 

and all the stages of using quantitative methods are regulated by precise and exact 

rules. These characteristics of this approach can ensure that the results are accurate 

and reliable. Moreover, mistakes are quite expensive in this approach, and if the re-

searcher makes one, it is going to double the work amount. When using qualitative 
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research methods, it is possible to go back to the beginning of the research process 

and correct some mistakes. However, if a quantitative survey is carried out in a 

wrong way, everything should be started again. (Kananen 2011, 73 – 75.) 

The study group is often quite large, which gives an opportunity to find general pat-

terns and making the results applicable to a bigger population. Apart from qualitative 

methodology, a quantitative one does not have emotional engagement of the re-

searcher, which helps to avoid bias and brings objectivity. These qualities are another 

reason why the results and conclusions from the quantitative approach are reliable 

and trustworthy. Due to the fact that the data is structured and that the researchers 

need to work with statistics and formulas quite often, data analysis is done with the 

help of software or a computer, and all the stages of this research method follow 

precise algorithms and rules, which leads to the conclusion that the whole process of 

the quantitative approach can be completed faster than that of the qualitative ap-

proach. (Saukkonen 2017, 10.) 

Since quantitative approach deals with numbers and statistical analysis two research 

methods from this approach will be useful for this thesis and specifically for the case 

study part: 

• statistical significance  

• confidence intervals 

2.2.1 Statistical significance 

Statistical significance allows to see whether the results are due to a random chance 

or whether something influenced this outcome (Taff 2019; Crawley 2014). SPSS Tuto-

rials (n.d.) defines statistical significance as “probability of finding a given deviation 

from the null hypothesis - or a more extreme one - in a sample”. Hence, it is im-

portant to understand two parts of these definitions: what is “unlikely” and what a 

“null hypothesis” means (Crawley 2014).  

Another way to call statistical significance is probability value. In mathematical for-

mulas and papers, it is written as the p-value or just p. It is common to say that if an 

event happens less frequently than 5% of the time, then it considered unlikely. This 



10 
 

 

means that p < 0,05 when an event is unlikely under a certain null hypothesis. (Craw-

ley 2014; SPSS Tutorials, n.d.) 

The second element of statistical significance or probability is a null hypothesis. It is a 

statement which says that something is happening or not happening. (Crawley 2014.) 

According to SPSS Tutorials (n.d.), “a null hypothesis is a precise statement about a 

population that we try to reject with sample data”. The idea and purpose of a null hy-

pothesis is that it is not necessarily true, but it is falsifiable and gives an opportunity 

to run a statistical significance test. (Crawley 2014; SPSS Tutorials, n.d.) 

Examples of null hypotheses: 

• The average grades of male students in JAMK University are similar to those 

of female students 

• The correlation between stress and depression is zero  

• The means of actual demand and forecasting are the same 

(SPSS Tutorials, n.d.) 

2.2.2 Confidence intervals  

Confidence interval is a range of values which is made by using sample statistics in 

order to calculate unknown population parameters with an established level of confi-

dence (Introduction to Confidence Intervals, n.d.; SPSS Tutorials 2019). As a popula-

tion mean can never be known exactly, confidence intervals with a stated percentage 

of confidence can show how far away the population mean can probably be. The 

most commonly utilized confidence interval is 95%. However, it is possible to use 

99% or any other value. (Stewart 2016, 37.) 

Since different confidence levels can be used in order to create confidence intervals, 

their widths can also vary. An interval will be wider if the confidence level is higher. 

(Crawley 2014.)   
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Figure 1. Confidence Intervals (Williams 2018). 

Figure 1 shows a graph with confidence intervals. Any confidence interval has a cen-

ter which is also called the point estimate. Usually, it is a sample mean value which is 

in the middle of the interval. The margin of error defines the width of the interval. 

(Introduction to Confidence Intervals, n.d.)  

𝑀𝑎𝑟𝑔𝑖𝑛 𝑒𝑟𝑟𝑜𝑟 = 𝑙𝑒𝑣𝑒𝑙 𝑜𝑓 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 × 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟 

 

Figure 2. Confidence Intervals (Introduction to Confidence Intervals, n.d.). 

By using Figure 2 it is possible to create a general form for the confidence level: 

𝑆𝑎𝑚𝑝𝑙𝑒 𝑚𝑒𝑎𝑛 ±  𝑚𝑎𝑟𝑔𝑖𝑛 𝑜𝑓 𝑒𝑟𝑟𝑜𝑟 

Alternatively, an example form for a 95% confidence interval: 

𝑆𝑎𝑚𝑝𝑙𝑒 𝑚𝑒𝑎𝑛 ± 2(𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟𝑠) 

(ibid.) 
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Advantages and disadvantages of the quantitative approach  

As the qualitative approach, quantitative one also has its own benefits and draw-

backs. The most important strength of this method is that the generated results are 

reliable and valid. It is because the process of collecting and analyzing the data is 

highly structured and controlled, which leads to the opportunity to avoid bias and 

make the results as objective as possible. Moreover, this method is the best when it 

comes to dealing with big amounts of data, and it gives the possibility to generalize 

results to a larger population. (Dowd, n.d.) Finally, the data which is collected and an-

alyzed is quantifiable, which means that computers with software can be used for 

these processes. This possibility makes the quantitative approach less time- and la-

bor-consuming in comparison to the qualitative approach. (Saukkonen 2017, 11.) 

Despite the strengths that quantitative method has it also holds some weaknesses. 

The main one is that computer software and survey tools are quite vulnerable to er-

rors, especially when it comes to the mistakes in measurements. Such vulnerability 

can easily affect the results and makes them wrong and irrelevant. (Dowd, n.d.) Sec-

ondly, even though the qualitative method means working with a great deal of data, 

it gives quite common and general results, which does not provide deep and detailed 

understanding if we compare this to the qualitative approach. Finally, the objectivity 

of the results is undoubtedly a very good characteristic with this methodology, but 

sometimes it is important to have a human element and the engagement of the re-

searcher, because not everything can be under strictly controlled conditions. (“DME 

for peace: Section 1.3 Quantitative Research Module”.) 

2.3 Mixed research method 

The mixed research method is an approach where quantitative and qualitative meth-

ods are combined. This method is recognized as valuable, and it has become quite 

popular in the last few years because it can highlight the strength of the both tradi-

tional methods as well as compensate for their weaknesses. (Ostlund & Kidd 2010, 

1.) Moreover, sometimes it is quite complicated to study the issue by only using one 

method, especially when the research subject is not tied to one discipline. There is 
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also an assumption about this method that it gives more complete and detailed un-

derstanding of a research problem rather than qualitative and quantitative methods 

separately. (Creswell 2014, 32.) The only drawback of this method is that there is a 

lack of information in the literature about how to structure a mixed research method 

and combine qualitative and quantitative findings. (Ostlund & Kidd 2010, 2.)   

Table 1.  The Differences between Qualitative and Quantitative Research Methods. 
Adapted from: Dahlberg & McCaig 2010, 22; Mack & Woodsong 2005, 3; Olusegun 
2002, 5. 

 Qualitative Quantitative 

Data format Textual/soft data Numerical/hard data  

Cases  Few cases Many cases 

Theory of knowledge Subjective  Objective 

Theory development  Inductive approach  Deductive approach  

Framework  Semi structured  Highly structured  

Flexibility Flexible  Stable design, inflexible 

Research context  Uncontrolled  Controlled  

Question format  Open-ended Close-ended 

Examples of methods  Interviews, observations, 

focus groups 

Questionnaires, observa-

tions 

2.4 Methods of collecting data  

2.4.1 Interview 

Interview is a valuable method of data collection. It is a conversation between the re-

searcher and the person who has knowledge or experience needed for the study. In-

terviews give the opportunity to explore the meaning and negotiate the subject of 

the study in a natural setting. An in-person or telephone interview is selected as a 

method when the researcher can assume that opinions and knowledge of another 

person are meaningful. This can help to create a holistic snapshot and influence the 

results and success of the research. (Westat 2002, 50; Alshenqeeti 2014, 39.) 
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There are two types of interviews, which can be utilized by researchers: structured 

and in-depth. The first type of interview is conducted by following precisely a set of 

questions, and it has a rigid structure. Interviewers cannot paraphrase or change the 

questions, and this structure allows to have consistency and sameness in the inter-

view process. An in-depth interview, on the other hand, does not have an inflexible 

structure, and it gives a chance of open and free responses that help to understand a 

participant’s perspective better. (Westat 2002, 50 – 51.) 

Interviews are one of the most enjoyable method of data collection. However, they 

have advantages and disadvantages, which are presented in the table below.  

Table 2. The Advantages and Disadvantages of Interviews as a Data Collection 
Method. 
Adapted from: Westat 2002, 52; Alshenqeeti 2014, 43. 

Advantages Disadvantages 

Flexibility Time - consuming  

Allows to get new insights, details  Subjective and has bias 

Include the reality High amount of information for analysis 

High return ratio Possible incompatibility and unsteadiness 

2.4.2 Observation 

Observation is a data collection technique where the researcher acquires firsthand 

information about the behaviors or processes being studied. This method gives an 

opportunity to directly observe different activities and operations, and that is how 

the researcher can obtain a holistic perspective. The best stages of the research pro-

ject where this method can be used are formative and summative. (Westat 2002, 53, 

55.) Observation as one of the methods of data collection has its own advantages 

and disadvantages which can be seen in the table below.   
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Table 3. The Advantages and Disadvantages of Observations as Data Collection 
Method. 
Adapted from: Westat 2002, 55; Kananen 2011, 48.  

Advantages Disadvantages 

Precise information Time - consuming  

Authentic environment and situation 
Requires well qualified people (observ-

ers) 

Researcher is involved  
Can influence the behavior of partici-

pants and correctness of the results  

Holistic perspective Possibility of atypical behaviors 

 

2.4.3 Literature review and document studies  

Literature reviews and document studies are among the most popular and widely 

used methods of collecting data for research. Literature reviews or document studies 

mean a process where the researcher finds already existing information which has 

been published concerning a specific topic of the research work. Information for a lit-

erature review can be easily found nowadays, because of the existence of free infor-

mation sources with big collections of data. Document studies can be done by read-

ing newspapers, books, different types of reports, scientific papers, articles and many 

other sources, which can be found in hard copies, but also online on the internet. 

(Westat 2002, 57 – 58; Robinson & Reed 1998, 58.) 

 There are many reasons why literature reviews can be conducted: 

• To understand what has already been found and discussed about a specific 

topic 

• To allow researchers to find deeper theoretical knowledge  

• To see whether there is need for the research 

• To prevent duplication of studies  

• To identify lack of knowledge and information 



16 
 

 

• To allow comparisons in order to find connections or contradictions between 

different research works 

• To identify the weaknesses of previous studies 

(Aitchison 1998, 58; Bless & Higson-Smith 2000, 20.) 

Table 4. The Advantages and Disadvantages of Literature Review as Data Collection 
Method. 
Adapted from: Westat 2002, 59. 

Advantages Disadvantages 

Cheap  Inaccuracy  

Easy access Require a lot of time to read and ana-

lyze  

Give possibility to see changes over 

time 

Have chances of incomplete infor-

mation 

Variety of types and forms of infor-

mation from any time period 

 

2.4.4 Surveys  

A survey basically means using questions in order to collect needed information and 

data. Surveys provide an opportunity to create questions and receive answers with-

out interaction with every participant or responder. A survey can be both a qualita-

tive and quantitative research method. However, it is mostly used in order to collect 

quantitative data. It depends on the analytical method which is chosen as well as 

whether the questions allow open answers or not. Thus, it is in the hands of the re-

searcher how to use a survey, which kind of data needs to be collected and how to 

shape the questions around this. (Walliman 2011, 73, 97.) 

As it was mentioned above there are two types of questions: 

• Closed-ended questions 

This type allows the participants to select from a provided set of answers. 

The advantages of closed-ended questions are that they are quick to answer 

and that no writing is involved. The researcher benefit is that they are easy 

to make or code. However, there is a down side of this type, which is the re-

strictions in obtaining a full range of the potential answers.  
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• Open-ended questions 

This type provides the participants with the opportunity to answer what they 

want and feel. This naturally brings such benefits as freedom of content and 

eliminating the bias of the researcher. On the other hand, open-ended ques-

tions are more time consuming to answer and more difficult to create and 

analyze.  

(ibid., 97 – 98.) 

In addition to choosing the type of questions for a questionnaire, the researcher can 

also decide on the method of distribution between three available ones: 

• Personal 

• By post 

• On the Internet  

However, irrespective of which method is used, all questionnaires should have an in-

troduction where important and required information is stated, such as who the re-

searcher is, what data will be used for, and how the privacy of this data is protected. 

Moreover, all respondents should have a possibility to cancel their participation at 

any time.  (ibid., 48, 97.)  

The biggest problem of surveys is the response rate. It is very difficult to reach a suffi-

cient number of participants who have actually completed the whole questionnaire. 

However, it is very important to have a sufficient number of responses because oth-

erwise it is difficult to interpret the results. Moreover, the response rate influences 

on the reliability and validity of the collected data. (Kananen 2011, 93 – 94.)  
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Table 5. The Advantages and Disadvantages of Surveys as Data Collection Method. 
Adapted from: Walliman 2011, 97; Kananen 2011, 93. 

Advantages Disadvantages 

Flexible Time consuming to create 

Structured format Require certain skills to design and de-

velop 

Cheap and quick to distribute Possibility of only short and easy ques-

tions 

Non-bias   Not all are cable to finish questionnaire 

Can cover big geographical areas Possibility of low response rate  

 

2.4.5 Case study 

A case study is an empirical study with an in-depth focus on a certain phenomenon in 

a natural settings or real-life context. A case study gives the possibility for the re-

searcher to have a holistic view of the important qualities of a real-life event. 

(Denscombe 2003, 30 – 31; Yin 2009, 4, 18.)   

A case study can contain quantitative and qualitative data, and it should be consid-

ered a research method or strategy rather than a data collection technique alone. 

This method includes creating a research design, collecting data and analyzing it. 

That is why a case study can use multiple sources of data and multiple methods of 

how to collect it. (Denscombe 2003, 31 -32; Yin 2009, 18 – 19.) 

This method of research can be used for a variety reasons, such as conducting an in-

depth study of an individual case or willingness to generalize certain findings. Moreo-

ver, it can have different purposes, which leads to three main types of case studies: 

• Exploratory case study  

• Descriptive case study  

• Explanatory case study 

(Yin 2009, 8, 20.)  
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Table 6. The Advantages and Disadvantages of a Case Study. 
Adapted from: Westat 2002, 61; Denscombe 2003, 38 – 39. 

Advantages Disadvantages 

Gives a rich picture Time consuming 

Possibility to go into details Difficult to generalize 

Holistic analysis  Requires good skills in the data collec-

tion process and reporting  

 Needs great deal of resources 

2.5 Research data 

2.5.1 Primary data 

Primary data is information that is collected by a researcher for a certain study prob-

lem at first hand (Hox & Boeije 2005, 593; Rabianski 2003, 43). Every time when new 

primary data is collected, it is going to be added to the existing bank of knowledge. 

The collection process of primary data has its own advantages and disadvantages. 

The most important advantage is that the collection of the information is tightly con-

nected to the research problem and helps to solve it. Thus, the purpose and focus of 

those procedures are finding a solution for the study problem, which makes the re-

search design and collection strategy tailored to the research question. The biggest 

disadvantage of primary data collection is that it is time consuming and expensive. 

That is why it brings benefits to reuse already collected data if relevant information 

about the research question already exists. (Hox & Boeije 2005, 593 – 594.) 

The table below presents the different methods of collecting primary data. 

Table 7. Methods of Collecting Primary Data from Hox & Boeije (2005, 596). 
Adapted from: Hox & Boeije 2005, 596. 

Qualitative Quantitative 

Focus group Different types of surveys 

Open interview Experiment  

Observations Observations 
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2.5.2 Secondary data 

Secondary data is information which is not collected by the researcher but is taken 

and combined from secondary sources, such as data archives, data storages of uni-

versities and other similar sources (Rabianski 2003, 43). When the researcher decides 

to use secondary data, it means using data which has been collected earlier by other 

people and for other research purposes. This means that any kind of primary data 

can become secondary data and be reused. This reusing of information is possible, 

because most of the secondary data is quantitative and represented by numbers and 

values, for example, in form of statistics. (Hox & Boeije 2005, 593,594, 596.) 

Secondary data has its own advantages and disadvantages. The main problem is that 

the information has not originally been collected for this specific research but for an-

other one. This means that the collected data is not only coherent with the research 

problem, but that it is also difficult to explain it without the whole picture of the con-

text and without knowing how the data was collected. On the other hand, the main 

advantage of secondary data is that it provides plenty of useful information at a 

lower cost and more quickly when compared to primary data. (ibid., 594.) 

3 Research questions and focus 

This thesis work consists of two parts: a theoretical literature review and a case study 

with a real-life data from the company. Both of these parts are necessary in order to 

fully answer the research questions and form a deeper and bigger picture about such 

a phenomenon as demand forecast. 

The research questions of this study were as follows: 

1. Why do companies need demand forecasting? 

2. Which methods of demand forecasting exist and how can companies choose 

the right one? 

3. What causes the forecast error?  

The hypotheses of this study were as follows: 

1. Correlation does exist between demand and arrivals in the case study data. 
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2. It is possible to create an accurate forecast by using chosen demand forecast-

ing methods based on the case study data. 

The focus of this research work was on demand forecasting and why it would be so 

important for companies operating in the production sector. This thesis highlights 

the most important facts about forecasting and how this difficult process plays a big 

role in the success of companies in the market.  

The process of creating demand forecasting is very complex and difficult, and it has 

its own limitations and disadvantages, which are described and presented in this 

work. However, it is a crucial for companies to run this process. However, just having 

this process inside the company is not enough and will not bring any benefits if the 

chosen method of demand forecasting does not meet the company’s plans and data. 

It is important to know which method to choose from the variety of the existing ones 

and how to understand which fits the best. In order to do this analysis, a literature 

review presents most of the demand forecasting methods with their benefits and dis-

advantages. Moreover, a case study with real-life data was one of the objectives of 

this thesis. There three different forecasting methods were tested and compared in 

order to choose the best one.  

The final aim of this research work was to add understanding of forecasts and fore-

casting itself. Furthermore, the aim is to understand why forecasts are often wrong 

and what are the sources of errors. By understanding those better, companies can 

also act in order to reduce them and avoid unnecessary inaccuracy.  

3.1 Limitations of the research 

Since demand forecasting is a very broad phenomenon, this research was limited to 

production sector companies of the supply chain. Moreover, demand forecasting in-

cludes such aspects as safety stock, lot sizing and reorder point. These parts are only 

briefly explained or not covered at all in this research work as they are not in the 

main focus of this study. 

Furthermore, there are various methods and techniques for demand forecasting. Af-

ter a long and detailed study of different types of demand forecasting, it was decided 
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to concentrate on the quantitative ones. This decision was made due to the fact that 

qualitative ones are subjective and based on the knowledge and judgement of the 

workers in the company. Since the case study was conducted with pre-collected real-

life data, it was not feasible to involve the employees of the company from which 

this data was collected. Hence, it was logical to concentrate on the quantitative 

methods of demand forecasting. Moreover, despite the fact that qualitative methods 

are quite commonly used in companies, their boundaries and limitations clearly over-

balance their benefits.  

Even though this research work concentrated only on one group of methods of de-

mand forecasting, it was not possible to cover all quantitative methods. Thus, the au-

thor decided to focus on a specific category of quantitative methods: time series, 

more precisely on two methods from this category, namely, exponential smoothing 

and ARIMA. These two methods were selected due to their practical value for com-

panies and ability to be easily implemented. A close study was conducted in order to 

understand these two methods and compare them by using the case study data. 

Furthermore, this research work utilizes two methods, and three techniques there, 

as several exponential smoothing approaches exist. After consultations with the the-

sis supervisors, the author decided to concentrate on a Single and Holt Winter’s two-

parameter types of exponential smoothing.  

Finally, the case study was conducted by utilizing pre-collected data on a specific 

component of an investment product from an industrial company with a demand 

pattern that was very unstable and difficult to forecast. The results and calculations 

may be irrelevant when applied to other processes of creating demand forecasting 

for different components even with similar demand patterns. This case study process 

was highly customized and adjusted for a specific company and SKU in a certain envi-

ronment. Later usage of the results of this work on similar cases needs complemen-

tary research and extra analysis.  

3.2 Overview of the research structure 

Based on the research focus and questions, the mixed research approach was chosen 

for this study. As it was necessary to collect and analyze data which is presented in 
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two forms, numerical and categorical, both quantitative and qualitative research 

methods were utilized. In addition to using two different research methods, the au-

thor decided to use two methods of collecting and analyzing data, which were a liter-

ature review and a case study.   

For answering the first research question both quantitative and qualitative methods 

were utilized. As the question required understanding of what demand forecasting is 

and which role it plays in the company, theory was read and studied. Thus, a litera-

ture review as a data collection method was utilized as a part of the qualitative re-

search method. However, not only the theoretical background helped to answer this 

question, but also the case study. Quantitative data were utilized in order to create 

forecasting with the help of the SPSS program, and in the Conclusion part, the im-

portant findings of demand forecasting for the company are presented.  

The second research question also required a mixed approach in order to not only list 

the existing methods of demand forecasting, but also to show how some of them 

worked in practice. In addition, with the last task the case study with real-life numeri-

cal data also helped. Moreover, the case study with graphs and tables from the SPSS 

program allowed to make a conclusion and justify it concerning the choice of the 

right forecast method.  

The final question was answered by utilizing only a qualitative research method 

which was presented by the literature review. The theory with a certain amount of 

formulas, numerical examples and graphs provided the opportunity to explain the 

nature of a forecast error. Since a literature review and case study with pre-collected 

data were utilized in this research work, secondary data was used throughout this 

thesis.    

4 Literature review  

4.1 Forecasting 

Forecasting is a preface to planning. It is important to make assumptions and calcula-

tions about the circumstances that will exist in the future before building any strat-

egy and making plans. Almost nothing can be done without any sort of estimation! 



24 
 

 

(Chapman & Arnold 2017, 202.) That is why forecasting is above all value and price, 

because not being able to harmonize the available resources with plans and possible 

future circumstances can ruin any company and business (Kolassa & Siemsen 2014, 

6).  

Principles of forecasting 

In order to use forecasts effectively, it is important to understand their four main 

characteristics: 

1. Forecasts are usually wrong. Forecasts are only assumptions and attempts to 

predict the unknown future. Errors are unavoidable and must be counted 

upon.  

2. Including a calculation of error in-to forecast is a must. It is not a question if a 

forecast is wrong or not, because it is mainly guessing and because it is diffi-

cult to avoid errors. However, the main question is “by how much?”. It is im-

portant to know how imprecise the forecast is and that is why it should in-

clude a calculation of an error. Most often, the error is presented as a range 

between maximum and minimum values or as a percentage.   

3. Forecasts are more precise for groups or families of the items. In a group with 

fixed characteristics, the behavior of a particular item is still random. This 

means that the larger the group of items, the more precise the forecast will 

be. When a plan is made in industrial production, families of items can be 

found based on the similarity of the machinery and equipment used and on 

the process of manufacturing.  

4. Forecasts are more correct for the near future. Any future naturally contains 

some amount of uncertainty, but a period close in time has less uncertainty 

than the far future. For a firm, it is easier to make short-term forecasts than 

long-term ones. This is very important for items with long lead times and par-

ticularly if their demand is dynamic. The smaller the lead time, the more accu-

rate the forecast will be. (Chapman & Arnold 2017, 206 – 207.) 

Forecasting techniques 

Nowadays, plenty of forecasting techniques exist, and all of them can be arranged 

into categories. Forecasting methods in general can be quantitative or qualitative, 
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and they can have two different factors that they are based on: intrinsic (internal) 

and extrinsic (external). 

• Quantitative techniques 

Quantitative techniques mean using historical or numerical data from inside 

and outside the company. The results of such forecast are objective, and 

they can be reached faster than when using qualitative methods. This 

method is good for inventory and production forecast, because of the need 

of demand forecast for particular end items. 

• Qualitative techniques 

Qualitative techniques are based on opinions, hopes, knowledge and intui-

tion, and that is why the results are quite subjective. Usually, these methods 

are used by senior managers, because they can forecast possible demand 

for large groups of items over long periods of time and predict general busi-

ness tendencies and dynamics. There are many different qualitative meth-

ods which are presented later in the demand forecast chapter. 

• Intrinsic techniques  

These forecasting methods use historical data which is recorded and stored 

in the company. The main idea of these techniques is that what happened 

in the past will be repeated in the future.  

• Extrinsic techniques  

This forecasting method means using external indicators that influence and 

affect the demand of an organization’s products. The main idea behind 

these techniques is that the demand of a specific family of products corre-

spond to the activity in another sphere or field. For example, if the govern-

ment establishes a new supporting campaign for building houses and gives 

construction contracts to different companies, it is easy to predict that the 

demand of housing materials, such bricks, wood, windows etc. is going to 

increase. Data of these kind of indicators can be found on the internet, in 

newspapers, magazines and financial papers.  

These indicators are called economic indicators. If these factors exist before 

those that they are going to affect, then these indicators are called leading 

indicators.  
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The main problem is to find the factors that are going to influence the de-

mand of a specific item. It is even more difficult to find leading indicators, 

and that is why it is sometimes good to find non-leading ones for which 

other companies or the government has made forecasts. In that case, it 

means making forecasts on top of another forecast.  

Extrinsic forecasting is mostly suitable for production and business planning 

rather than forecasting for individual end items. It is so because this method 

gives more reliable and precise data and results for big groups of items and 

for the total demand of a company’s products. (ibid., 207 – 209.)   

4.2 Demand 

There are many factors that influence demand. Since there are so many of them and 

since it is difficult to find and consider all of them and their effect on demand, it is 

beneficial to pay attention to several major factors, such as: 

• Market tendency (trends) 

• Total business and economic state 

• The company’s own plans for marketing, costs, investments etc. 

• Competition on the market  

(Chapman & Arnold 2017, 202.) 

Characteristics of demand 

Demand has features that affect and influence the forecast. Moreover, based on 

these characteristics, particular forecasting techniques, which were described in the 

forecast chapter, are used. (ibid., 204.) 

• Demand patterns 

If a person decided to make a graph of demand data over time, the plotted 

picture would show any shapes or consistent pattern of a time series. De-

mand is never stable, and the graph in Figure 3 (see below) represents well 

how it varies from period to period. There are four reasons which can explain 

why it happens: 

o Cycle 
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There are wavelike decreases and increases throughout years and 

decades in the demand, which is influenced and affected by economy. 

That is why such a task as forecasting of cycles exists and why it is 

done by economists.   

o Seasonality  

Seasonality is a concept or event which happens on a yearly, monthly, 

weekly and even daily basis. In Figure 3, the graph shows how the de-

mand variation depends on the time of the year. This variation can 

have different reasons, such as holidays, weather conditions etc.  

o Trend  

By looking at Figure 3, it is easy to understand that demand is con-

stantly increasing from year 1 to year 3. This specific graph represents 

a linear trend. However, there are different possible shapes (geomet-

ric and exponential) and types of trend (level, constant, rising and fall-

ing).  

o Random variation 

Random variation happens when many factors influence demand dur-

ing a particular time period on a random basis. Even though they are 

random variations, they also have a pattern which can be measured. 

There are two types of variations: small and big. A small one is when 

the real demand follows the pattern closely, and the big variation is 

when there are different individual data points broadly spread on the 

graph.  

(ibid., 204 – 205.) 
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Figure 3. Example of a Graph of Demand Against a Time Scale (Chapman & Arnold 

2017, 205). 

• Stable versus dynamic. 

Certain products and services have shapes of the demand patterns which 

change over time, while others do not. The one that has the same pattern 

over a certain period of time is called stable, and others with changing pat-

terns are called dynamic. According to Chapman and Arnold (2017, 205), it is 

easier to forecast when demand is stable. Figure 4 represents the graphics of 

stable and dynamic demand. It is possible to see that the average demand is 

equal in both cases, and that is why it is usually the one that is forecasted. 

(ibid., 205.) 
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Figure 4. Example of Stable and Dynamic Demand (Chapman & Arnold 2017, 206). 

• Dependent versus independent demand. 

Demand is called independent when it is not connected to any other product 

or service demands, as well as when it is not influenced by the internal activi-

ties of the company. When it comes to dependent demand, it is the exactly 

opposite situation to the independent one, and in that case, the demand of 

one item can be calculated from another item. That is why items with inde-

pendent demand need forecasting, while those with dependent demand typi-

cally do not need it. (ibid., 206.)  

4.3 Demand forecasting 

It is fair to ask why companies need demand forecasting. There are many conditions 

and causes, but forecasting is unavoidable in creating plans to meet future demand. 

Most companies have “make to stock” production strategy, which means that they 

cannot wait until orders are placed to start planning and production. Moreover, cus-

tomers and clients usually want their orders to be delivered as fast as possible, which 

means that the manufacturers should predict future demand and have capacity and 

resources to meet it. Even the companies with a “make to order” strategy must make 

a forecast and plan their resources of equipment, materials and labor to be available 

to satisfy demand. (Chapman & Arnold 2017, 202.) 

Demand forecasting is an important function which affects different industries and 

companies all over the world. Knowing the future demand helps to decide on and ad-

just the amount of raw materials, safety stock, number of employees and other fac-

tors. In our fast world, companies cannot wait for demand to emerge and then react 
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in order to meet it. This is because in order to react fast to customer orders, compa-

nies need to feel and understand demand signals and create future demand in a way 

to satisfy customer wishes. (Chase Jr. 2009, 31 – 32.)    

Making accurate demand forecasting has never been an easy task, but nowadays it is 

even more complicated, because the market environment is very inconstant and dy-

namic. Not only these factors but also globalization and lean manufacturing put a 

great deal of pressure on the supply chain, so creating effective forecasting in order 

to react to big swings in demand is becoming an impossible task. (ibid., 32.)    

The global market has become very complex and competitive, and in order for a 

company to be successful and to make more profit, demand forecasting needs to be 

based on more dynamic signals like advertising, price, sales and many other factors. 

Focusing on those factors will help to create a more precise demand forecast and be 

successful on the market. However, companies do not only need to change from us-

ing simple demand signals to more complex ones, they also need to be customer ob-

sessed. Lean manufacturing helps to build demand forecasting, but in order to be ef-

fective and efficient, companies need to make more accurate demand forecast in or-

der to meet customer needs. (ibid., 32.) 

In addition to a very competitive and dynamic market, companies also face problems 

in terms of creating a demand forecast due to cross-functional communication. Every 

center or department inside the company makes its own forecast and has its own 

ideas and goals that are good and suitable for them. However, the overall company is 

suffering due to these cross-functional forecast conflicts. The main three depart-

ments, such as marketing, finance and production, try to maximize their perfor-

mance and profit, but they do it in very different and sometime opposite ways. 

(Chapman & Arnold 2008, 9.) 

If a company is willing to have large profits, it should concentrate on at least these 

four main objectives: 

• Having production cost as low as possible 

• Having the lowest investments in the inventory 

• Ensuring the best customer support and service 

• Making delivery costs the lowest 
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Unfortunately, these four objectives create a conflict between the three depart-

ments of marketing, finance and production, which can be clearly seen in Figure 5 

below: 

 

Figure 5. Cross-functional Conflict (Chapman & Arnold 2008, 10). 

Based on all mentioned challenges, it can be maintained that making a demand fore-

cast is currently a very difficult task but also a very important if a company wants to 

stay in the market and be able to compete. It is clear that demand forecasting is una-

voidable due to the fact that almost all business decisions are about the future. How-

ever, companies can concentrate on the making forecast process as effective and ac-

curate as possible by utilizing all available data, information and knowledge. When a 

forecast error is great, and the forecast is biased, it is due to the wrong method. Es-

tablishing a correct forecasting process will cause quite impressive improvements in 

the company and save money on investments in other areas. However, there are 

many challenges because of the dynamic and always changing market, fierce compe-

tition and cross-functional communication inside companies. (Chase Jr. 2009, 33; Ko-

lassa & Siemsen 2014, 7 – 8.)  
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4.4 Methods of demand forecasting 

Choosing the right demand forecast method is crucial for companies in order to mini-

mize forecast error and maximize accuracy. Unfortunately, companies nowadays pre-

fer to use very simple and judgmental forecast methods. They tend to choose fore-

cast methods which their forecast makers are feeling comfortable to use, and with 

which everybody is satisfied with the outcome. However, the problem is that these 

methods might not be the most competent and suitable for the products which a 

particular company produces. The most common method is “target setting”. Techni-

cally, this method is not even a forecasting method but just a process of setting a 

mark or goal. Companies use that in order to grow their sales compared to the previ-

ous semester or year. It looks more like a target which is set by senior managers, and 

everybody else needs to check if they can meet this goal, and if not, then they just 

hope that someone will overachieve to close this gap. In this situation, statistical data 

usage is very low, or it is not present at all. No need to say that nobody even tries to 

think how to make demand more accurate by using marketing or sales opportunities 

in order to close the gap instead of relying on overdo chance. (Chase Jr. 2009, 77 – 

78.) 

One brilliant quality of all forecast methods that their accuracy and effectiveness can 

be assessed and judged after the process is done and actual demand happened. 

Moreover, methods can be compared to see which one is more accurate and effec-

tive. When a real demand appears, it is a must to compare forecast to it in order to 

evaluate forecast accuracy and create a picture over time. This comparison and eval-

uation are a real evidence if a forecast method is working and has been chosen cor-

rectly. Thus, when a demand forecast is far away from reality it is not a matter of be-

lief, but a scientific and mathematical research. (Kolassa & Siemsen 2014, 10.) 

Unfortunately, people who do forecast face growing amount of dissatisfaction to-

wards the results of their job. This happens because of forecast makers being unable 

to precisely or accurately see how future circumstances can affect demand. Thus, 

people who use forecast, such as managers, become frustrated because of big oscil-

lation in forecast accuracy and growing forecast error. These two factors dramatically 

affect decision making and planning, making them ineffective and not competent. 
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However, this environment where things do not go as planned allow people to un-

derstand that demand forecast requires even more serious attention and need to be 

done with a closer study of different levels of the company. (Chase Jr. 2009, 78.) 

On the other hand, forecast users need to understand that forecasts with no error 

does not exist and it is not possible to achieve. There are boundaries to what can be 

forecasted, and all methods of forecasting are just estimation, calculations and 

guessing. Moreover, forecast will be more precise and with less error if objective 

methods will be used, which means that availability of previous (historical) data is 

crucial. However, it is clear that when sales pattern or market change there is no way 

to do forecast correctly or accurate. Thus, objective methods or quantitative ones 

are reliable as long as future has a constant pattern, which is based on the historical 

data. (ibid., 78.) 

It is fair to ask what happens when objective methods are not providing enough ac-

curacy. Then judgment is the only option in order to predict variation in market pat-

terns or other factors. Yet this approach requires proper amount of regulations and 

observations. It is important to study trends on the market and possible volume or 

size of the change. This method has its own advantages and disadvantages. The main 

plus of this method is that it allows to notice change faster and react to it. However, 

the biggest problem of this method that it is relying on human’s ability to be objec-

tive, which means that it is very common when people put their willingness to 

achieve a certain goal or perform better higher than understanding and evaluating 

real outcome of the forecast. This leads to the fact that forecast become bias and 

forecast error increasing dramatically. (ibid., 79.) 

One common mistake, which happens towards forecast, is that people and compa-

nies sometimes think that it is a plan or a goal or a budget. However, forecast is not 

any of these things! In reality this three matters are often based on the demand fore-

cast, which itself is just an assumption or estimation about future. Thus, companies 

need to be careful and not mix and misinterpret things, otherwise it will lead to bias 

and inaccurate demand forecast! (Kolassa & Siemsen 2014, 10.)   
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4.4.1 Different categories of methods 

As mentioned earlier, there are two big groups of demand forecasting methods. Be-

low more extensive and broad information about them is presented. 

1. Subjective or qualitative methods  

Methods from qualitative group are based on the judgements or subjective 

evaluation of one person or group of professionals. This group is also called 

judgmental. 

2. Objective or quantitative methods 

In quantitative group, forecast methods are found on the previous historical 

data itself or on a connection and correlations between this historical data 

and several variables. This group of methods is also called mathematical due 

to the big amount of formulas, graphs etc. which are involved in making pro-

cess of forecast. That is why these methods can be written as algorithm and 

inserted into spreadsheets and software.  

Even though it is clear that these two categories are different from each other, it is 

important to understand that often certain amount of subjective assessment is uti-

lized in all methods of demand forecasting. So that quantitative methods are used as 

foundation and human judgement is based on it. The qualitative methods are done 

by utilizing knowledge of professionals, who have enough amount of expertise and 

experience in order to know what is currently happening in the market and what can 

possibly appear. Due to this, almost all forecast processes are made from the ele-

ments of these two groups.  

(Chase Jr. 2009, 83 – 84; Kolassa & Siemsen 2014, 9.) 

Three mostly common and popular qualitative methods are: 

• Delphi method – a head of the project distributes a questionnaire among the 

team members of the project. This survey consists of different level of ques-

tions that are related to the market behaviors, specific company etc. Later on, 

results from this questionnaire are translated and interpreted into forecast.   
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• Sales force estimate – this is a collection of the forecasts from salespeople. 

Each salesperson makes a forecast for each product in the certain sales area, 

and then all these estimations are combined together.   

• Jury of executive opinion – this technique is similar to the Delphi, but instead 

of questionnaire project team come together and have a meeting. 

(Chase Jr. 2009, 84; Martinovic & Damnjanovic 2006, 528.) 

Inside the quantitative group of demand forecast methods there are two categories 

which have own classes and techniques: 

1. Time series 

Techniques which are used in time series category are also called reactive or 

one-dimensional. They are based on the theory or assumption that whatever 

happened in the past and taken as data from history will happen in the fu-

ture. That is why these techniques have components, such as seasonality, 

level, trend and error. Thus, when these components are observed and taken 

from the historical data, patterns can be created or identified. Many tech-

niques from this category requires stable time series in order to have con-

stant parameters or components, so the forecast will be more accurate. This 

stability can be achieved by using for example differentiation technique.  

The challenge is that time series rarely can be stable, and it is important to 

understand how components will change over time. (Chase Jr. 2009, 84; Kolassa 

& Siemsen 2014, 40, 47; Chapman & Arnold 2008, 224.) 

As it was mentioned, time series has its own classes and techniques, some of 

them are:  

• Autoregression 

• Naïve 

• Moving Average 

• Exponential smoothing 

o Single  
o Holt Winter’s two – parameter (HWES) 
o Brown’s double 
o Winter’s three – parameter  

• Seasonal decomposition 
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• ARIMA (Box-Jenkins) 

(Chase Jr. 2009, 84; Burba 2019; Brownlee 2018.) 

Time series category has quite many advantages. Below there is a list with 

main benefits of the time series methods: 

• Simple in understanding and use 

• Software packages already exist  

• Reliable (when historical data represent a wide period of time) 

• Good for the demand forecast of a big number of products 

• Provide opportunity to measure financial growth 

• Systemized easily  

• Do not require large data storage 

• Good at estimations of trends  

However, a part of having quite many advantages, these techniques also hav-

ing some great disadvantages: 

• Cannot smooth out large random fluctuations 

• Good only for short-term forecast 

• Slow adjustability to changes  

• Unstable sales history causes big errors 

• Need a big amount of historical data 

• Hard to find smoothing weights (alpha, beta, gamma) 

(Chase Jr. 2009, 85 – 86; Cross 2017.) 

2. Causal Models  

These methods are more advanced and complicated compared to the time 

series. This is because apart of using just historical data there are several 

other variables that are added in order to create demand forecast. That is 

why these techniques are also called multidimensional or proactive. 

Companies often store different kind of information, which could be utilized 

in order to create a more accurate forecast. Examples of such information are 

purchase orders, which are already made, or some reservations for some 

products. Not only information which company have in their databases, but 
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also changes that are going to be made in sales, price or advertising can be 

quantified and used to create a demand forecast. (Chase Jr. 2009, 86; Kolassa & 

Siemsen 2014, 71.) 

The most common and used causal model methods are: 

• Simple linear regression 

• Multiple regression 

• ARIMAX 

As well as time series methods, causal model ones also have some ad-

vantages and disadvantages. The main benefits are: 

• More accurate than time series 

• Has explanatory power 

• Assists in “what – if” forecast 

• Can be found in software packages  

• Well – known for managers 

The main disadvantages are: 

• Time and cost consuming  

• Not easy to be systematized  

• Need deep understanding of statistics from managers 

• Require big data storage 

• Variables need to be forecasted very accurate 

(Chase Jr. 2009, 86 -87; Sillignakis 2016, 4 – 5.) 

4.4.2 Exponential smoothing 

In 1970s seven experts created a competition where twenty-four time series fore-

casting methods were compared in order to understand why some of them provide 
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higher accuracy than others. Their research paper also provides a guide for compa-

nies in order to choose a right forecasting method depending on the data availability 

and other factors. One of the conclusions of this competition was that exponential 

smoothing is one of the strongest, competent and versatile time series forecasting 

methods. (Makridakis & Andersen & Carbone & Fildes & Hibon & Lewandowski & 

Newton & Parzen & Winkler 1982.) 

Apart of having these good characteristics exponential smoothing also is easy to 

learn and interpret. Moreover, it can be utilized for a big amount of time series in 

real time quite easily, because of a small data storage demand and minimum calcula-

tion operations. (Kolassa & Siemsen 2014, 51.) 

Exponential smoothing was created in order to improve and upgrade moving average 

forecasting method. It was necessary because moving average method was no longer 

useful when it comes to data which has seasonality, trends and other factors. Expo-

nential smoothing technics require a special parameter which is called smoothing 

constant and in formulas is shown as a Greek letter alpha (α). This parameter allows 

to give weight to the past demand history and latest actual demand. Alpha is always 

represented by decimal from 0 to 1.0. (Chase Jr. 2009, 142 - 143; Chapman & Arnold 

2008, 227.) 

As mentioned earlier in this paper, one of the benefits of the exponential smoothing 

method is that no large data storage is required. This is because a new forecast is 

based on the old one and new data. So, in general the exponential smoothing for-

mula for calculating a new forecast is looks as follows: 

𝑁𝑒𝑤 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 =  𝛼 × 𝑙𝑎𝑡𝑒𝑠𝑡 𝑑𝑒𝑚𝑎𝑛𝑑 + (1 − 𝛼) × 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 (1) 

The formula allows to give different weights to the most recent demand and to the 

previous forecast. The problem is to choose the most suitable alpha factor. This deci-

sion influences a lot on the forecast accuracy and ability to react fast to changes. 

When alpha factor is low then old data will be heavier than recent, which means that 

trends in case of change will not be sensed as soon as possible. However, when alpha 

is bigger, the new forecast will sense changing trends fast, but will be unstable when 

facing random oscillations. One of the best methods to choose a good alpha factor is 

by using computer simulations. (Chapman & Arnold 2008, 227 – 229.) 
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Exponential smoothing method performs well with stable items and short-time fore-

casting. It is not recommended to use when demand is not high and faltering. More-

over, as it was said before this method can sense trends, but in case of existence of a 

certain trend forecast will linger real demand. In the Figure 6 it can be clearly seen 

how different alpha influence on the ability of the forecast to follow actual demand 

with a trend. (ibid., 228.) 

 

Figure 6. Influence of the Alpha Factor on Ability of the Forecast to Follow Actual De-

mand (Chapman & Arnold 2008, 228). 

As it was mentioned earlier, in this research work two types of exponential smooth-

ing will be used in the case study in order to test them on real data. The first method 

is single exponential smoothing, which is called like that because of only one formula 

(Formula 1) usage and existence of only one parameter (𝛼) for overall smoothing. 

The second type is more complex and described in the sub-chapter below.  

4.4.2.1 Holt Winter’s two – parameter  

This method is utilized when demand which should be forecasted has a trend. It is 

called two-parameter or double smoothing because forecast is based on two differ-

ent values/parameters which are level and trend. This method has three separate 

formulas which are used together in order to create a final forecast. (Kluwer Aca-

demic Publishers 2000; Kalekar 2004, 3 – 4.) 
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Level – is a number which is a smoothed value of data estimation at the end of each 

period. Trend – is an average growth which is calculated as variation between the 

last two smoothed values. (ibid., ibid, 4.) 

And as it was mentioned before this type of exponential smoothing has three differ-

ent equations, one for trend another for level and last one for the forecast itself. In 

these equations 0 ≤ 𝛼 ≤ 1 is a smoothed parameter for level and 0 ≤ 𝛾 ≤ 1 is 

smoothed parameter for trend. (Hyndman & Athanasopoulos 2018, chapter 7.2; 

Kluwer Academic Publishers 2000.)  

𝐿𝑒𝑣𝑒𝑙 = 𝛼 × 𝑙𝑎𝑡𝑒𝑠𝑡 𝑑𝑒𝑚𝑎𝑛𝑑 + (1 − 𝛼) × (𝑙𝑎𝑠𝑡 𝑝𝑒𝑟𝑖𝑜𝑑 𝑙𝑒𝑣𝑒𝑙 + 𝑙𝑎𝑠𝑡 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡𝑟𝑒𝑛𝑑) 

𝑇𝑟𝑒𝑛𝑑 = 𝛾 × ( 𝑙𝑎𝑡𝑒𝑠𝑡 𝑙𝑒𝑣𝑒𝑙 − 𝑙𝑎𝑠𝑡 𝑝𝑒𝑟𝑖𝑜𝑑 𝑙𝑒𝑣𝑒𝑙) + (1 − 𝛾) × 𝑙𝑎𝑠𝑡 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡𝑟𝑒𝑛𝑑 

𝑁𝑒𝑤 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 = 𝑙𝑎𝑡𝑒𝑠𝑡 𝑙𝑒𝑣𝑒𝑙 + 𝑙𝑎𝑡𝑒𝑠𝑡 𝑡𝑟𝑒𝑛𝑑 

4.4.3 ARIMA Models 

ARIMA stands for “Autoregressive Integrated Moving Average” models which can 

also be called Box-Jenkins models. In 1960 – 1970s George Box and Gwilym Jenkins 

provided sufficient amount of information in order to understand and use ARIMA, 

which became popular after that (Chase Jr. 2009, 203). This method of forecasting 

for instance demand, works well for different types of time series. However, it re-

quires several calculations and estimations. That is why it is advisable to use com-

puter software to find useful solutions. (SPSS 1994, 59.)  

By the name of this method it is easy to understand that it consists of three types of 

processes: 

• Autoregression (AR) 

It is an autoregressive process where dependent variable is a linear function 

of the past values of itself.  

• Integration (I) 

It is a process of making data stationary which is very important in order to 

successfully do AR and MA. Stationary is achieved by predicting differences of 

the series from one time period to another. 

• Moving averages (MA) 
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This process is similar to the AR, but instead of considering how previous val-

ues are affecting current it estimates how previous observations errors influ-

ence on current observations. Basically, it gives analysis of how wrong were 

predicted values of previous time steps in order to do better estimation for 

the current time step.  

(SPSS 1994, 59 – 60; Rajbhoj 2019.)  

As ARIMA consists of three processes, each of them is described by an integer and 

there they can get values from 0 to n. Typically the highest value for n is between 

1…3. So general ARIMA model is traditionally written as ARIMA (p,d,q), where 

• p – the order of autoregression or lag order, which shows the number of pre-

vious observations that are included into the model 

• d – degree or order of differencing (important parameter which influence the 

success of the model) 

• q – order of moving averaged involved or size of MA window 

(SPSS 1994, 59; Rajbhoj 2019.)  

 

 

Figure 7. ARIMA (Chase Jr. 2009, 205). 

For further details, see Chase Jr. 2009 page 205.  
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4.5 Forecast error  

As mentioned, forecasts are not always right. The nature of forecasts includes errors 

as one natural factors of the forecasting processes. Thus, typically there are differ-

ences between forecasted demand and actual one, but the magnitude and regularity 

of those errors are based on these four situations: 

1. Unstable patterns and random variations 

By using averages in statistical analysis people aim to find patterns and rela-

tionships, but almost every time there are inescapable variations around 

these averages. It leads to inaccurate and inexact results. Minimizing errors is 

the purpose of statistical analysis by sensing relationships and patterns, but it 

cannot provide total assurance that in the future errors will be systematic or 

random, or that they are going to stay inside the variation level which was 

identified. In some cases, demand will be stable with small variations, but in 

another unstable demand with big variations.  

2. Inability to avoid bias  

Bias appears when the cumulative demand forecast is different from the ac-

tual one. This situation means that the forecast of the average demand was 

done incorrectly. When this happens, actual demand is constantly below or 

above the forecasted demand. In order to change the situation evaluation 

and changes should be done. It is highly important to track the forecast in or-

der to be capable to react, plan and reduce errors. Moreover, when big er-

rors happen it is significant to find and understand the cause.  

Cumulative demand should be tracked in order to avoid two most common 

situations which lead to errors: one-time events and timing. Examples of 

one-time events could be customer closedown, plans and operations of com-

petitive firm. These events should be recorded and data about them col-

lected and stored in the company. These actions will help to adjust the de-

mand history and pay attention in the future when making forecasts.   

3. Connections and patterns can vary from time to time 

With the time past by any relationship or pattern will change and sometimes 

it is quite hard to predict it. Continuous errors happened exactly because of 

these variations which are impossible to consider before they appear. How 
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big the error will be strictly connected to the volume and lasting period of 

the change.     

4. Incorrect identification of relationships and patterns 

Sometimes a false pattern can be identified because of the deviation that ac-

tually does not exist. It happens due to different reasons and the most com-

mon one are: 

o Managers neglect the obvious factors 

o Managers concentrate on specific correlation 

o Little number of observations 

o Limited amount of data 

o Incompetent and wrong information  

o Too complex situation for modeling and forecasting  

Due to all these reasons which were listed it is advised to use domain 

knowledge and not just judgment. Analyzing and explaining results in a cor-

rect way where everything is making sense and no data is incorrectly utilized 

can be done with a help of domain knowledge. Moreover, this technique will 

take into consideration the marketplace dynamics.  

(Chapman & Arnold 2017, 216 – 217; Chase Jr. 2009, 91 – 93.)  

4.5.1 Bias and accuracy  

In this chapter such phenomena as bias and accuracy in forecast error calculations 

will be presented. By using several formulas, calculations and examples these two 

phenomena will be introduced.  

Imagine a researcher calculated a single point forecast and after that real demand 

was observed. In this case formula for forecast error will look as follows: 

𝑒 =  𝑥 ̂  − 𝑥, where 

�̂� – single point of forecast 

x – actual demand 

e – forecast error 

This formula allows easily understand that positive errors belong to overforecast 

(�̂� > 𝑥) and negative errors to underforecast (�̂� < 𝑥).  Moreover, by restructuring 

this formula into: 
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𝑥 =  �̂� – 𝑒, where 

�̂� – single point of forecast 

x – actual demand 

e – forecast error 

such conclusion as real demand is equal the forecasted one minus error can be done. 

This error explanation is quite common, but not universal. There are a lot of different 

formulas which are used in different companies and businesses. It does not matter 

which definition of error company will choose to use as long as calculations are cor-

rect and everybody inside the company use the same one. (Kolassa & Siemsen 2014, 

102.) 

If a company wants to have a high quality forecast, then it should be based on a com-

petent and large enough number of forecasts which were taken. That is why it is not 

worthwhile to calculate an error between only one forecast and real demand. Calcu-

lation of the error should be done based on a sufficient number of forecasts made 

with the same method. If researcher has 𝑣 demand forecasts 𝑥1̂ … 𝑥�̂� and 𝑣 real de-

mand observations 𝑥1 … 𝑥𝑣 it allows to create a formula for 𝑣 errors: 

𝑒1  =  𝑥1̂  −  𝑥1 … , 𝑒𝑣  =  𝑥�̂�  − 𝑥𝑣, where 

𝑒1  – error of the first forecast 

𝑒𝑣 – error of the vth forecast 

𝑥1̂ – first forecast 

𝑥�̂� – vth forecast 

𝑥1 – first actual demand 

𝑥𝑣 – vth actual demand 

The next step is formulating an equation which will represent a summary of those 

large amount of errors. The easiest way to create this formula is to take summary av-

erage – mean error (ME).  

𝑀𝐸 =  
1

𝑣
 ∑ 𝑒𝑖, where 

v – number of observations 

∑ - sign of summation 

𝑒𝑖 – sum of errors 
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This is a main metric in estimation of a bias in a forecasting method. Bias can tell how 

on average a forecast is “on target”. Forecast in unbiased if ME = 0, if ME > 0 then de-

mand is overforecasting and if ME < 0 then it is underforecasting of demand. The big-

ger distance between ME and 0 the more bias forecast is! (ibid., 103.) 

Such phenomenon as bias is quite important in forecasting errors, however compa-

nies are more interested in accuracy of the forecasting method. Accuracy represent 

how close forecasted demand is to the actual one. In order to measure accuracy of-

ten absolute difference between forecast and actual demands is used:  

|𝑒|  =  |�̂� − 𝑥|, where 

e – forecast error 

�̂� – single point of forecast 

x – actual demand 

│…│ - absolute value brackets 

Absolute error eliminates any plus or minus signs and shows number of units be-

tween forecasted and actual demands in either direction. Absolute error also has a 

simple way of calculating an average – MAE (mean absolute error) or MAD (mean ab-

solute deviation). (ibid., 103.) 

𝑀𝐴𝐸 = 𝑀𝐴𝐷 =  
1

𝑣
 ∑|𝑒𝑖|, where 

v – number of observations  

∑ - sign of summation 

│…│ - absolute value brackets 

𝑒𝑖 – sum of errors 

Mean absolute error gives a chance to see if forecast method is on average accurate, 

so either forecast demand close to or far away from actual, and not taking in consid-

eration the sign of the error (ibid., 104). 

It is fair to ask what is more important: having an unbiased forecast method or the 

most accurate one. Moreover, is it possible that unbiased method can be not the 

most accurate. Well, to answer on some of those questions an example from the 

book “Demand Forecasting for Managers” will be presented: 
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Say, a company has a constant forecast of 11 for 10 months. However actual demand 

is 𝑥 = (10, 12, 10, 12, 10, 12, 10, 12, 10, 12) What would be ME and MAD? 

�̂�  = (11, 11 … 11) 

𝑥 = (10, 12, 10, 12, 10, 12, 10, 12, 10, 12) 

𝑣 = 10 

𝑀𝐸 =  
1

𝑣
 ∑ 𝑒𝑖  

=  
1

10
 × ((11 − 10) + (11 − 12) + (11 − 10) + (11 − 12)

+ (11 − 10) + (11 − 12) + (11 − 10) + (11 − 12) + (11 − 10)

+ (11 − 12) = 0 

𝑀𝐴𝐷 =  
1

𝑣
 ∑|𝑒𝑖| =

1

10
× 10 = 1 

In this case forecast method is unbiased because ME = 0, but not accurate since MAD 

= 1. But what happens if forecast demand will be changed to 𝑥 =

(9.5, 11.5, 9.5, 11.5, 9.5, 11.5, 9.5, 11.5, 9.5, 11.5) 

𝑀𝐸 =  
1

𝑣
 ∑ 𝑒𝑖

=
1

10
× ((9.5 − 10) + (11.5 − 12) + (9.5 − 10) + (11.5 − 12)

+ (9.5 − 10) + (11.5 − 12) + (9.5 − 10) + (11.5 − 12)

+ (9.5 − 10) + (11.5 − 12) = −0.5 

𝑀𝐴𝐷 =  
1

𝑣
 ∑|𝑒𝑖| =

1

10
× 5 = 0.5 

In this case forecast method is bias and demand is constantly underforecasted be-

cause error is -0.5, but it is more accurate due to the fact that MAD = 0.5. In the Fig-

ure 8 below 2 graphs represents these two cases: 
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Figure 8. Bias vs. Accuracy Cases (Kolassa & Siemsen 2014, 104). 

This is a dilemma which forecasters need to solve. It is a hard decision which every 

person who deal with forecasting need to make and choose whether use unbiased 

but imprecise method or bias and more accurate! It is not possible to tell, which of 

those is more correct or better, since it requires taking into account other things and 

plans, such as safety stock, lot sizes, production time. (ibid., 105.) 

5 Case Study 

The research data was collected from an industrial company. It is real-life data of one 

component (SKU) of an end-product, which the company is manufacturing. The pur-

chasing price of the component is high, and its lead time is long. Therefore, demand 

forecasting is a necessity. As the SKU is a component, the nature of its demand of is 

dependent. It was mentioned earlier in sub-chapter 4.2 that typically, dependent de-

mand does not require forecasts. However, this case is not typical and thus not fol-

lowing that theory, particularly as the end-product is an investment product.  

Most often, when textbooks, journals and articles discuss forecasting of dependent 

and independent demand, they refer to consumer products. However, this research 

work and especially the case study data concern a production unit. Therefore, in that 

case forecasting of dependent demand is necessarily for the industrial component of 

an investment product. Otherwise, overstock or late production and not satisfying 

customer orders can easily happen.  
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In this case study, three different types of demand forecast were utilized in order to 

process the data. The results were compared, and the best method for this specific 

case was chosen. In order to process the data, graphs and different analyses with the 

IBM SPSS Statistics Data Editor program were utilized. 

5.1 Case study data 

The research data which was pre-collected consisted of 108 months of actual de-

mand and the number of arrivals in stock. The last one´s numbers for 108 months are 

based on the previously done forecast by the company. The table below shows a de-

scriptive statistical analysis of the case study data.  

Table 8. Descriptive Statistical Analysis of the Case Study Data. 

 

N 

(number of months) Minimum Maximum Mean 

Demand 108 0 47 5,69 

Arrivals 108 0 64 6,30 

Valid N (listwise) 108    

Table 8 shows that both demand and arrivals had months with zero orders or arri-

vals. However, when it comes to the highest numbers it is noticeable that the differ-

ence is 17 SKUs, which is in this case quite significant taken into consideration that 

the price of the component is high, which leads to a high stock value.  

In the collected data, we had one outliner which was month number 27. It was an 

outliner because it was so exceptional, and based on the data analysis, it turned out 

to be an inventory error. That is why, a new descriptive statistical analysis of the case 

study data needed to be created. The data is presented in Table 9 below.  

Table 9. Descriptive Statistical Analysis of the Case Study Data without an Outliner. 

 

N 

(number of months) Minimum Maximum Mean 

Demand 107 0 24 5,31 

Arrivals 107 0 43 5,76 

Valid N (listwise) 107    

 

Even though the minimum number did not change in demand and arrivals when the 

outliner was taken away, the maximum number changed quite significantly in both 
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cases, which allowed to lower variations throughout the 107 months. However, the 

difference between demand and arrivals increased by two units and became 19 

SKUs. In order to understand the demand patter, a histogram was created in the 

SPSS program which can be seen below.  

 

Figure 9. Histogram of the demand. 

Figure 9 with the histogram represents the demand pattern throughout the 107 

months, and it is clear how unstable demand is and how great the variations are. This 

leads to the conclusion that creating forecast for such demand is challenging. Not 

only demand is inconstant, but also arrivals which are based on the previously done 

forecast as well. This means that the forecast was made quite poorly. In order to 

deeply understand variations of the demand and arrivals, frequency tables of de-

mand and arrivals were created, and they are presented below in Tables 10 and 11.  
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Table 10. Frequency Table of Demand. 

Demand 

 Frequency Percent Valid Percent Cumulative Percent 

Valid 0 29 27,1 27,1 27,1 

2 11 10,3 10,3 37,4 

3 7 6,5 6,5 43,9 

4 12 11,2 11,2 55,1 

5 6 5,6 5,6 60,7 

6 6 5,6 5,6 66,4 

7 2 1,9 1,9 68,2 

8 5 4,7 4,7 72,9 

9 5 4,7 4,7 77,6 

10 5 4,7 4,7 82,2 

11 3 2,8 2,8 85,0 

12 9 8,4 8,4 93,5 

14 1 ,9 ,9 94,4 

16 3 2,8 2,8 97,2 

17 1 ,9 ,9 98,1 

18 1 ,9 ,9 99,1 

24 1 ,9 ,9 100,0 

Total 107 100,0 100,0  
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Table 11. Frequency Table of Arrivals. 

Arrivals 

 Frequency Percent Valid Percent Cumulative Percent 

Valid 0 59 55,1 55,1 55,1 

1 1 ,9 ,9 56,1 

2 1 ,9 ,9 57,0 

5 2 1,9 1,9 58,9 

6 1 ,9 ,9 59,8 

7 3 2,8 2,8 62,6 

8 4 3,7 3,7 66,4 

9 2 1,9 1,9 68,2 

11 1 ,9 ,9 69,2 

12 24 22,4 22,4 91,6 

14 1 ,9 ,9 92,5 

18 1 ,9 ,9 93,5 

20 1 ,9 ,9 94,4 

24 4 3,7 3,7 98,1 

36 1 ,9 ,9 99,1 

43 1 ,9 ,9 100,0 

Total 107 100,0 100,0  

 
Frequency tables of demand and arrivals show how many times each number of or-

ders or arrivals were stated trough out 107 months of data. So, for example, from the 

table 10 it can be seen that 5 orders per months were done only in 6 months out of 

107. Table 11 present that 20 SKUs should have been arrived only in one month 

among 107.  

In this case, the challenges and problems are a result of a very unstable demand and 

poorly created previous forecast. The last one can be identified not only by variations 

in the arrival numbers but also by running a correlation analysis between demand 

and arrivals. The results of this analysis are presented in Table 12 below. 
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Table 12. Correlations Between Demand and Arrivals. 

Correlations 

 Demand Arrivals 

Demand Pearson Correlation 1 ,113 

Sig. (2-tailed)  ,244 

N (number of months) 107 107 

Arrivals Pearson Correlation ,113 1 

Sig. (2-tailed) ,244  

N (number of months) 107 107 

Table 12 presents results, which shows that the previous forecast does not have a 

high quality. It can be seen that there is practically no correlation between demand 

and arrivals. The number of correlations is significantly low, as it is 0,113. Moreover, 

significant level from this table shows how likely the correlation is different from 

zero. In this case since probability is more than 5% (it is 24,4%) correlation is insignifi-

cantly different from 0. Thus, it can be stated that there is almost no correlation. 

However, if the forecast had been done properly, the number of correlations could 

have been higher and closer to 1 while significance lower and closer to 0, which al-

lows to have less lags.    

5.2 Single exponential smoothing 

In order to create demand forecasting with the use of single exponential smoothing 

method the SPSS program was utilized. Pre-collected data from the company was 

download into the SPSS software. Then by utilizing tab “forecasting” exponential 

smoothing was chosen in order to create tables with statistical analysis of the 

method and estimated parameters of demand forecasting for this data. Moreover, 

tab “graphs” was used to create a graphical representation of forecasted values. In 

the tables and graph below results of the model can be seen.  

Table 13. Single Exponential Smoothing Model Statistics. 

Model Statistics 

Model 

 

MAE  

Single Exponential Smoothing 4,182 

Table 13 shows mean absolute error which is 4,18. This mean that every forecasted 

value will be ±4 SKUs away from actual demand value. It allows to create upper and 
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lower limits of the error for the forecasting line. This error can be considered quite 

significant for this study data since the mean value of the demand throughout 107 

months is 5,31 from the table 9. Thus, the error on average is 73%. However, for 

each month where demand is higher than 10 SKUs the error will be less than 50%.  

Table 14. Single Exponential Smoothing Model Parameters. 

Exponential Smoothing Model Parameters 

Model Estimate SE Sig. 

Single Exponential Smoothing  Alpha (Level) ,052 ,030 ,084 

Table 14 shows smoothing constant – alpha, which was automatically estimated by 

SPSS program and calculated to be the best fit to this model using the provided data. 

Alpha was estimated to be 0,052 which is a quite small number, and knowing for-

mula of single exponential smoothing, which is:  

𝑁𝑒𝑤 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 =  𝛼 × 𝑙𝑎𝑡𝑒𝑠𝑡 𝑑𝑒𝑚𝑎𝑛𝑑 + (1 − 𝛼) × 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡 

it can be clearly seen that latest demand is having a small weight and does not play a 

big role in creating a new forecast. Moreover, by looking at significance level it allows 

to see that alpha is not significantly different from 0. It leads to the conclusion that 

even though the estimated alpha is the best fit, there is a probability of 8,4% that al-

pha is 0. Furthermore, standard error of estimated alpha is 0,30. It is quite large 

number since scope of data can be considered small for statistical analysis.       
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Figure 10. Demand Forecast Using Single Exponential Model. 

Graph on Figure 10 shows two lines, where blue one represents demand of 107 

month of pre-collected data and red – created demand forecast. One can notice that 

single exponential smoothing method tried to create more stable demand with less 

variations and smooth everything down. This method was able to sense a trend in 

data and notice drop at the end of the period. However, this method does not allow 

forecast to follow peaks of the actual demand well. During month 101 – 104 actual 

demand having a peak and forecast having a drop. Even though, exponential smooth-

ing is a lagging model, utilizing this demand forecasting method in the situation like 

this will lead to big lags and inability to produce necessary amount of the investment 

product. 

5.3 Holt Winter’s two – parameter exponential smoothing 

Process of creation demand forecast by utilizing two – parameter exponential 

smoothing with the help of SPSS software was similar to single exponential method. 

Tables and graph show results below.  

- Actual demand 
- Forecasting 
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Table 15. Holt Winter's two - parameter Exponential Smoothing Model Statistics. 

Model Statistics 

Model MAE  

Two – parameter exponential 

smoothing 

4,034  

 

Table 15 shows the mean absolute error of the double exponential smoothing model. 

It is lower compared to single exponential smoothing which means that this model is 

a little bit more precise than previous one.  

Table 16. Holt Winter's two - parameter Exponential Smoothing Model Parameters. 

Holt Winter’s Exponential Smoothing Model Parameters 

Model Estimate SE Sig. 

Two – parameter exponential         

smoothing 

 Alpha (Level) ,100 ,052 ,060 

Gamma (Trend) 4,466E-5 ,047 ,999 

By looking at Table 16, it is noticeable that alpha parameter in this model of expo-

nential smoothing is almost double the size of the alpha from single exponential 

smoothing. However, smoothing constant with this low value still makes latest de-

mand quite irrelevant in creating a new forecast. Moreover, significance level or 

probability of alpha dropped compared to single exponential smoothing, however it 

is still insignificantly different from 0.  

Since this model is double exponential smoothing, one extra parameter can be found 

in the table above. It represents trend of the given data. Estimated value of the trend 

is highly small. Furthermore, there is a probability of 99,9% that it is 0, so the conclu-

sion that this data does not have trend can be made. Standard errors for level and 

trend are remarkable. 
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Figure 11. Demand Forecast Using Double Exponential Smoothing Model. 

Graph on Figure 11 presents demand forecasting which was created in the SPSS pro-

gram utilizing double exponential smoothing model. It is obvious that this model al-

lows forecast to follow peaks of actual demand better compared to single smooth-

ing. It leads to the fact that lags are smaller, and fulfillment of production plan is bet-

ter. 

5.4 ARIMA 

In order to create demand forecasting by utilizing ARIMA method same steps in the 

SPSS software were done as in exponential smoothing methods. However, ARIMA al-

lows to have different combinations of three parameters which represent three dif-

ferent processes. Since the most typical value for parameters is the range from 0 to 

3, 11 different ARIMA models were created in the SPSS program in order to compare 

and choose the one with the most accurate forecast. In this chapter two ARIMA mod-

els are presented as they showed out to be the most suitable for this case study data. 

Other 9 rejected models can be found in Appendixes.    

- Actual demand 
- Forecasting 
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5.4.1 ARIMA (0,0,1) 

Table 17. ARIMA (0,0,1) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (0,0,1) 4,074 

 

Mean absolute error of the ARIMA (0,0,1) model is 4,074. This means that every fore-

casted value for demand is going to be with an accuracy of ±4 SKUs. It is lower than 

with single exponential smoothing, but more than with double exponential smooth-

ing.  

Table 18. ARIMA (0,0,1) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (0,0,1)   Constant 5,317 ,583 ,000 

MA Lag 1 -,209 ,096 ,031 

Table 18 presents estimated constant by SPSS which is the best fit for the ARIMA 

(0,0,1) model when it is applied to this case study data. Also, significant level shows 

that it is significantly different from 0 with a probability of 100%. This constant is al-

most equal to the mean of the demand data, which is 5,31. It can be explained as 

there are almost no correlations between months of demand and all of them act like 

individual ones. However, it is not possible to say that there are no correlations at all 

between months. This can be seen by analyzing moving average lag 1 value.      

Moving Average Lag 1 here is a small number, however it is significantly different 

from 0. It allows to increase the accuracy of the model and it can be seen in MAE 

which is smaller than MAE in single exponential smoothing. Moreover, MA Lag 1 al-

lows to understand that previous month demand has a small influence on the next 

month demand. For instance, when production has delays in the current month it 

will affect next month. Standard error for both parameters in this model is signifi-

cantly lower than in previous models and is less than 50%. It allows to understand 

how reliable this model is and accurate. Furthermore, all the parameters add value 

to this model since both of them significantly different from 0.   
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Figure 12. Demand Forecast Using ARIMA (0,0,1) Model. 

Graph on Figure 12 represents forecasting which was created by utilizing ARIMA 

(0,0,1) model. It is noticeable that this method allows forecasting to follow peaks of 

the actual demand better than two previous exponential smoothing models. Thus, 

smaller lags can be achieved. Moreover, ARIMA (0,0,1) helps to smoothed down the 

variation and create more stable pattern.  

5.4.2 ARIMA (0,0,2) 

Table 19. ARIMA (0,0,2) Model Statistics. 

Model Statistics 

Model MAE  

ARIMA (0,0,2) 3,810 

ARIMA (0,0,2) model has the lowest mean absolute error among all four chosen 

methods for creating demand forecast. It means that for every forecasted value of 

demand accuracy will be ±3 or 4 SKUs.  

  

- Actual demand 
- Forecasting 
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Table 20. ARIMA (0,0,2) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (0,0,2)   Constant 5,346 ,705 ,000 

MA Lag 1 -,202 ,093 ,033 

Lag 2 -,310 ,094 ,001 

Table 20 shows that all three parameters of the ARIMA (0,0,2) model are significantly 

different from 0. Therefore, they bring value for the model. 

This model has one more lag in moving average parameter since the MA window be-

came 2. This model helps to prove that even though there are almost no correlations 

between demand months, there is small influence of previous two months on the 

current one. Moreover, ARIMA (0,0,2) has small standard error, which is lower than 

50% from the estimated parameters.  

 

Figure 13. Demand Forecast Using ARIMA (0,0,2) Model. 

Figure 13 shows demand forecast of ARIMA (0,0,2) model. Out of these selected four 

forecasting models, this model follows the peaks of the actual demand best. How-

ever, as a consequence, there is more variation between the lowest and highest fore-

casted values limits. From the graph it can be seen that the lowest forecasted value 

- Actual demand 
- Forecasting 
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will be around 2 SKUs and the highest around 13 SKUs which brings variation of 11 

SKUs.  

6 Analysis of the results and conclusion 

6.1 Analysis of case study results 

In this case study four different demand forecasting models were presented. Tables 

and graphs helped to analyze every single model and understand their flows. The 

first model of this case study, which was single exponential smoothing, showed out 

not to be the best fit for this case study data. This conclusion is based on following 

findings: 

• The biggest MAE (mean absolute error) among all four different models 

• Insignificance of estimated alpha parameter 

• Big standard error  

• Inability of the forecast to follow and sense peaks of the actual demand, 

which leads to big lags  

By taking into consideration all the listed above disadvantages of the single exponen-

tial smoothing, this model was rejected.  

The second tested model of the case study was double exponential smoothing or so-

called Holt Winter’s two-parameter exponential smoothing. This model as well can-

not be considered the best fit for this specific case study, since two parameters of 

the model: level and trend are not significantly different from zero. It is not reasona-

ble to use this model which takes into consideration trend of the data as trend actu-

ally does not exist in this specific demand data. Moreover, standard errors of the es-

timated parameters are bigger than 50%. Thus, this model was rejected as well.  

The last two tested models represent ARIMA method for demand forecasting. Both 

of them can be considered as a best fit for this case study data. All estimated param-

eters of ARIMA (0,0,1) and ARIMA (0,0,2) are significantly different from zero and 

add values to the models. Moreover, standard errors of parameters are lower than 

50%. Furthermore, created forecast sense and follow actual demand peaks more pre-

cisely, which leads to smaller lags.  
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6.2 Conclusions 

Case study results show that two models of ARIMA fit the best this case study de-

mand pattern. However, ARIMA (0,0,2) creates quite significant variations of 11 SKUs 

in the forecasted demand. Moreover, the aim of this thesis is to has a practical value 

for the companies and that is why ARIMA (0,0,1) is more useful rather than (0,0,2). 

ARIMA (0,0,1) model is more useful and practically applicable for companies since it 

basically means moving average process. As it was mentioned earlier, ARIMA consist 

of three different processes: Autoregression, Integration and Moving Averages. Thus, 

model (0,0,1) means that two first processes were not included in the model, as only 

moving average process was.  

Thus, the conclusion of this case study is that moving average forecasting method 

can be used in order to create better forecast for the provided demand pattern. It 

will help to lower variations and lags between demand and arrivals. Moreover, creat-

ing correlation between future demand and arrivals since they will be based on more 

accurate forecast.  

Moving average is very applicable method in practice due to its simplicity and possi-

bility to use Excel software for modeling. Utilizing ARIMA may be too complicated or 

demanding for practitioners. 

7 Discussion  

7.1 Discussion of research questions 

This research work concentrated on two parts of the research: theoretical and case 

study (practical). The goal of theoretical part of this thesis, which was presented with 

literature review, was to study and understand the phenomenon of demand fore-

casting. Moreover, understand the value of forecasting and difficulties of creation 

quality and accurate one. Also, analyze and compare existing forecasting methods 

and techniques. On the other hand, case study objective was to use gained 

knowledge to the real life company situation in order to create the best demand 
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forecast. The main purpose of this thesis was to answer on three research questions. 

The first research question was: 

1. Why do companies need demand forecasting? 

In order to find the answer on this question the author studied the scientific litera-

ture about demand forecasting starting from the general concept of demand and its 

features and going into more details about usefulness and benefits of implementa-

tion of demand forecasting process in the company. Textbooks and articles about de-

mand forecasting gave expressive understanding about a key role of this process and 

provided an opportunity to understand benefits for the company. Particularly, the 

author found out that forecast of future demand helps to plan and decide amount of 

materials, number of needed equipment and machinery, labor availability and size of 

safety stock. Therefore, no matter which production strategy company has, demand 

forecasting is needed in order to have capacity and resources to meet the upcoming 

demand.  

Demand forecasting helps companies to stay on the market, compete and be rele-

vant for the customers and clients. Today, as never before, customer service level 

and satisfaction need to be high in order to gain profit. Demand forecasting provide 

with possibility to react fast to orders and deliver product or service fast.   

Nowadays, such question as “Does company need demand forecasting process?” 

should not exist anymore, since it is clear that demand forecasting in unavoidable 

when it comes to almost all business decisions. Companies need to concentrate on 

making the process as accurate and effective as possible. It can be done by smartly 

utilizing all available data, information, tools and knowledge. It is crucial for compa-

nies to choose a correct forecasting method and technique in order to avoid big er-

rors and bias. Therefore, second research question was: 

2. Which methods of demand forecasting exist and how can companies choose the 

right one? 

To answer this question, the author studied significant amount of existing scientific 

literature about forecasting methods, categories and techniques. Moreover, litera-

ture review helped to understand on what companies need to focus in order to 

choose the best forecasting method. Furthermore, case study allowed the author to 



63 
 

 

practically show comparison of two different methods and four different models in 

order to choose the best fit for the particular demand pattern.  

Theoretical study made the author understand that forecasting methods can be di-

vided into two big groups of quantitative methods and qualitative methods. Both of 

the groups have advantages and disadvantages. However, the main focus of this re-

search work was quantitative methods and more specifically time series category of 

forecasting techniques.  

Existing scientific literature provides expressive amount of information about differ-

ent forecasting methods, their limitations, advantages and application. All the availa-

ble information allows to study each method in details and make a choice towards 

the right and most suitable one.  

In order for companies to choose the right forecasting method and avoid unneces-

sary inaccuracy and errors, they should pay attention on what kind of data, tools and 

knowledge is available for use. Since these resources have big influence on the 

choice of the forecasting method. For example, in order to successfully implement 

forecasting method from qualitative group significant amount of knowledge is re-

quired from forecaster. The person who will create the forecast based on judgment 

need to understand such thing as market trend and possible changes. Moreover, that 

kind of forecast will be more accurate if company has team of professionals who are 

qualified enough to create predictions of the state of the future market.  

On the other hand, quantitative methods require availability of the historical data of 

previous years’ actual demands and previously done forecasts. Moreover, these 

methods usually include high amount of calculations and statistical analysis which 

can be done easily in different software. Thus, company need to have forecaster who 

can successfully use software and has sufficient amount of knowledge in statistics. In 

some cases, apart of historical data several other variables are needed to create de-

mand forecast, for example, in causal models of forecasting.   

Finally, company can use one very important quality of all forecast methods in order 

to choose the right one. This quality is an opportunity to assess and judge the accu-

racy and effectiveness of the forecast after the process is done and actual demand 

happened. Forecast must be compared to the actual demand in order to understand 
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how accurate it was. Moreover, different methods can be tested in order to compare 

and see which one is more accurate and effective. This comparison and evaluation 

are the proof if a forecast method is working and was chosen correctly. 

In this thesis, case study allowed to test four different models on the same data in or-

der to compare them and choose the most suitable one. In the chapter Case study 

and Analysis of the case study results, the author provided statistical analysis of each 

model and shows why some models are a good fit for this specific demand patter 

and why others are not.  

However, even when companies successfully implement forecasting process and 

method is chosen correctly errors still occur. It is possible to minimize errors by 

choosing the right method and it was clearly seen in the case study, but unfortu-

nately free error forecast does not exist. Therefore, it was crucial to understand 

where forecasting errors are coming from, and thus the third research question was:  

3. What causes the forecast error?  

Going through multiple informational sources helped to understand that certain rea-

sons which are causing errors in a forecast can be avoided, but not all. This is exactly 

why forecasts cannot be done without error.  

When it comes to the human mistakes in creating forecasts such as wrong sensing of 

the pattern, utilizing wrong information, adding bias and others. These things can be 

avoided by hiring more knowledgeable forecasters and paying closer attention to the 

actions. 

However, there are certain things that cannot be sensed in advance, before they 

happen, and thus their influence on the accuracy of the forecast cannot be pre-

vented. Such things as random variations or pattern change happened in demand. 

Also, one-time events such as close down of the market or new strategy of the com-

petitive company. All of those affect demand accuracy and unfortunately cannot be 

predicted early in advance. Moreover, fast changing trends in customer preferences 

and behaviors and fast growing market as well does not help with minimizing fore-

cast errors.     
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7.2 Discussion of study hypotheses  

In the beginning of this research work two hypotheses were formed: 

1. Correlation does exist between demand and arrivals in the case study data. 

2. It is possible to create an accurate forecast by using chosen demand forecasting 

methods based on the case study data. 

However, both of the hypotheses turned out to be wrong and were rejected in the 

process of writing this thesis.  

First hypothesis was rejected by utilizing the SPSS software where correlation table 

was created. In the Case study chapter table was presented and explained where it 

can be seen that demand and arrivals actually do not have correlations which leads 

to the situation of having large lags and inability to fulfil the production plan.  

Second hypothesis was rejected since in the results of case study it was stated that 

Moving Average method will be the most suitable and suggested demand forecasting 

method for this particular case study data. Since MA method was not chosen one for 

the case study, this hypothesis was wrong. However, ARIMA (0,0,1,) which was one 

of the best fitting forecasting models from the chosen one, basically mean MA pro-

cess was not recommended since it is more complicated and less practical in use. By 

applying ARIMA models for the case study data it was possible to find out that MA 

method will be the best for creating forecast for such unstable demand.      

7.3 Suggestions for future research 

The aim of the case study was to create a better forecast for the company and im-

prove the demand forecasting process by selecting the most suitable method. How-

ever, in order to improve the accuracy of the forecast the suggestion is to smoother 

the actual demand.  

During case study, graph of actual demand was created and it was clear that it is 

highly unstable and variations are large. In that kind of case with such challenging de-

mand patter creation of the accurate forecast become a very hard task. However, it 

is possible to make demand more smooth by creation better cross-functional collab-

oration inside the company. As the reference to Figure 5 with the cross-functional 
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conflict the suggestion is to create better communication between production and 

sales/marketing teams. It will allow deeper understanding of strategies which differ-

ent teams have and possibility to explain which challenges can arise from the made 

decisions.  

Furthermore, for future research Moving Average method for creating demand fore-

cast can be discussed more into details by utilizing available scientific literature. 

Moreover, in the practical part of the case study MA method can be applied in order 

to create forecast. By utilizing Excel software tables and graphs can be created for 

this method.  

Finally, theoretical part of this research work can be used as foundation for future re-

searches in the similar field. Conducted literature review is reliable since sufficient 

amount of scientific resources of good quality was utilized. Results of the case study 

are very reliable as well, since all the parameters, tables and graphs were created in 

the SPSS software and human mistakes in calculations are minimized. Moreover, sta-

tistical analysis of the tables was written with close guidance of two professional uni-

versity teachers. However, this reliability of case study results is only concerning this 

particular data. It is not a case for generalization. 
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Appendices 

These nine ARIMA models were rejected since either all or some parameters of the 

models are insignificantly different from 0. This means that kind of parameters do 

not add new information and value to the model. Moreover, in some of the models 

standard error of the parameters are higher than at selected ones. Even though 

more complicated ARIMA models with more parameters allows forecast to follow 

demand more precisely, it looks more like overfitting. In that kind of case 

generalization cannot be done and predictions will be wrong since all the parameters 

are random and insignificantly different from zero.  

Appendix 1. ARIMA (0,1,0) 

Table 21. ARIMA (0,1,0) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (0,1,0) 4,504 

Table 22. ARIMA (0,1,0) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (0,1,0)   Constant -,057 ,595 ,924 

Difference  1   
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Figure 14. Demand Forecast Using ARIMA (0,1,0) Model. 

Appendix 2. ARIMA (1,0,0) 

Table 23. ARIMA (1,0,0) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (1,0,0) 3,987 

Table 24. ARIMA (1,0,0) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (1,0,0)   Constant 5,328 ,666 ,000 

AR Lag 1 ,287 ,093 ,003 

- Actual demand 
- Forecasting 
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Figure 15. Demand Forecast Using ARIMA (1,0,0) Model. 

Appendix 3. ARIMA (1,1,1) 

Table 25. ARIMA (1,1,1) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (1,1,1) 3,857 

Table 26. ARIMA (1,1,1) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (1,1,1)   Constant -,046 ,020 ,025 

AR Lag 1 ,251 ,104 ,018 

Difference 1   

MA Lag 1 ,998 ,995 ,318 

- Actual demand 
- Forecasting 
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Figure 16. Demand Forecast Using ARIMA (1,1,1) Model. 

Appendix 4. ARIMA (1,0,1) 

Table 27. ARIMA (1,0,1) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (1,0,1) 3,940 

Table 28. ARIMA (1,0,1) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (1,0,1)   Constant 5,342 ,745 ,000 

AR Lag 1 ,523 ,266 ,052 

MA Lag 1 ,249 ,302 ,412 

- Actual demand 
- Forecasting 
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Figure 17. Demand Forecast Using ARIMA (1,0,1) Model. 

Appendix 5. ARIMA (2,1,1) 

Table 29. ARIMA (2,1,1) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (2,1,1) 3,773 

Table 30. ARIMA (2,1,1) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (2,1,1)   Constant -,048 ,024 ,044 

AR Lag 1 ,223 ,108 ,042 

Lag 2 ,134 ,106 ,207 

Difference 1   

MA Lag 1 ,999 1,795 ,579 

- Actual demand 
- Forecasting 
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Figure 18. Demand Forecast Using ARIMA (2,1,1) Model. 

Appendix 6. ARIMA (1,1,0) 

Table 31. ARIMA (1,1,0) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (1,1,0) 4,026 

Table 32. ARIMA (1,1,0) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (1,1,0)   Constant -,066 ,366 ,857 

AR Lag 1 -,456 ,087 ,000 

Difference 1   

- Actual demand 
- Forecasting 
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Figure 19. Demand Forecast Using ARIMA (1,1,0) Model. 

Appendix 7. ARIMA (3,2,1) 

Table 33. ARIMA (3,2,1) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (3,2,1) 4,164 

Table 34. ARIMA (3,2,1) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (3,2,1)   Constant ,001 ,011 ,917 

AR Lag 1 -,496 ,110 ,000 

Lag 2 -,131 ,127 ,302 

Lag 3 -,048 ,108 ,662 

Difference 2   

MA Lag 1 ,993 ,426 ,022 

- Actual demand 
- Forecasting 
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Figure 20. Demand Forecast Using ARIMA (3,2,1) Model. 

Appendix 8. ARIMA (2,1,3) 

Table 35. ARIMA (2,1,3) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (2,1,3) 3,653 

Table 36. ARIMA (2,1,3) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (2,1,3)   Constant -,042 ,023 ,068 

AR Lag 1 ,606 ,223 ,008 

Lag 2 -,475 ,208 ,024 

Difference 1   

MA Lag 1 1,433 26,125 ,956 

Lag 2 -1,122 11,269 ,921 

Lag 3 ,689 17,982 ,970 

- Actual demand 
- Forecasting 
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Figure 21. Demand Forecast Using ARIMA (2,1,3) Model. 

Appendix 9. ARIMA (2,0,1) 

Table 37. ARIMA (2,0,1) Model Statistics. 

Model Statistics 

Model MAE 

ARIMA (2,0,1) 3,888 

Table 38. ARIMA (2,0,1) Model Parameters. 

ARIMA Model Parameters 

 Estimate SE Sig. 

ARIMA (2,0,1)   Constant 5,349 ,768 ,000 

AR Lag 1 ,033 ,557 ,953 

Lag 2 ,222 ,169 ,194 

MA Lag 1 -,214 ,570 ,708 

- Actual demand 
- Forecasting 
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Figure 22. Demand Forecast Using ARIMA (2,0,1) Model. 

- Actual demand 
- Forecasting 


