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This research is a case study which covers implementing Big Data Governance approach 
in small-sized organization. The research is action research. 
 
Case organization provides web-application based service for real estate operations and 
has huge amount of data related to real estate properties and their usage. Main purpose of 
this research is to utilize this data using modern Big Data solutions for creating new value 
and insights. Another purpose of this research is to show how Data Governance is applica-
ble to Big Data. 
 
Theoretical framework of this research is based on Data Management Framework and 
modern Big Data cloud solutions. 
 
Implementation of this case study consists of two pilot projects with different technical ap-
proaches forming proof-of-concept for case organization. First pilot project used data about 
real estate properties. As a result of this pilot project, value to case organization’s custom-
ers was provided in form of new visual reports. Second pilot project used data from web 
applications usage logs. As a result, this pilot project generated new insights, which en-
riched further software development of case organization. 
 
The research proved that modern Big Data solutions allow to process huge amounts of 
data in small-sized organization without previous experience in this area. Also, the re-
search indicates importance of Data Governance especially in manipulating Big Data.  
 
In the end of this research theoretical framework is validated against the experience 
gained from implementation phase. This comparison highlighted similarities of pilot pro-
jects despite differences in technical approaches. Finally, based on these similarities Data 
Governance Framework for Data Processing is formed. 
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1 Introduction 

“Ignoring the big data revolution is a very risky approach for any small 

business to take.” (Marr 2019) 

As a term “Big Data” has been here for a while. However Big Data Governance is not 

something that arises often to the news topics. As Washington (2019) points out, Big Data 

can be valuable only if Data Governance is handled correctly. One of purposes of this the-

sis is to test on practice, how Big Data Governance can be applied in small-sized organi-

zation. Another purpose is to develop valuable Big Data project for case organization. Be-

low in this chapter objectives, case, scope and terminology are described in detail. 

1.1 Objectives and Research Questions 

The main purpose of this thesis is to examine possibilities of well governed Big Data to 

create value for small business. Primary objective from perspective of case organization is 

to find and to test modern Big Data solutions which could be utilized in development. Here 

“test” means attempt to create new value for case organization or its customers. Primary 

objective from perspective of personal evaluation is to broaden understanding of Data 

Governance, Big Data, their relation and effectiveness in small-sized organization. Putted 

in form of research questions these objectives are: 

− Can small-sized organization create value from Big Data without previous experi-
ence in that area? 

− Can Big Data Governance be handled with respect in situations, where human re-
sources are strictly limited? 

1.2 Background and Case Overview 

Case organization of this thesis continuously develops its own service for all real estate 

users such as residents, caretakers, real estate managers, owners and mutual funds. 

Case organization provide the service in form of SaaS (Software as a Service) and it is 

served via web-based applications, so it is available from any place and any device with 

Internet connection. There are tens of thousands real estate properties, which data is 

managed using case organization service and tens of thousands of daily users. Therefore, 

case organization has vast amount of data. Although case organization has numerous 

data processing operations, modern Big Data tools can possibly create new insights of ex-

isting data. These insights can be valuable directly to end users of case organization’s 

service or support further development of the service. 
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1.3 Scope 

Scope of this thesis is limited to one case organization and developing proof-of-concept 

based on two pilot projects. First reason for taking two pilot projects instead of only one 

was in better validation of suitability of selected Data Management Framework. Second 

reason was in testing different technical approaches of data processing. More pilot pro-

jects or more case organizations could bring deeper understanding of both aspects, but 

limited time restricted scope of this thesis. 
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2 Methodology 

This chapter describes used research strategy and data collection methods. 

 

The main goal of this study is to create new customer value from existing data by imple-

menting new manner of processing and analyzing data in target organization. Therefore, 

qualitative approach is reasonable choice for the study. According to Denzin & Lincoln 

(2000, 14) qualitative research provides multiple tools to collect empirical material like 

questionnaires, interviews and documents analysis. Also, McLeod (1994) points out that 

study on data which is not easily calculable is always qualitative. 

2.1 Research Strategy 

Nature of the research question narrowed selection of research strategy to two possible 

choices: case study and action research. They both are nominally suitable for the case 

and both provide good variety of tools to find answer to the research question. 

 

Case study is a common name for the set of studies which are generating insights on the 

real-life phenomena through in-depth analysis of the case or the cases (Saunders, Lewis 

& Thornhill 2016, 185.) Most suitable type of case study for the current research is single 

case study. Making deep inquiry on the target case could achieve awareness of success-

fulness of the development project and generate useful suggestions for similar projects in 

future inside and outside the target organization. However, case study does not suppose 

trying to affect progress of current project within a study not to mention actual planning of 

the project. As Saunders et al (2016, 186-187) points out, main target of all case studies is 

to observe and deductively create perspectives. 

 

Action research as an implementation of case study defines more tight interaction with the 

case as researcher is also involved into planning and implementing actual case. Action re-

search promote solutions using iterative process (Saunders et al 2016, 190.) This process 

consists of four steps that are repeated multiple times during the research. Each cycle of 

iteration brings new insights on the problem basing on knowledge gained during previous 

cycle (Saunders et al 2016, 191.) Visualization of the process (Figure 1) clarifies uni-

formity of research and basics of continuous development processes described in chapter 

4. 
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Figure 1. Action research process (Saunders et al 2016, 191) 

 

Main goal of the action research is to learn thru taking actions on resolving real case 

within organization. Investigator is deeply involved in resolving process and his or her ac-

tivity not only results on the research outcome but powerfully affects organizational devel-

opment process related to the project. That participation form better case understanding 

and commonly generates valuable insights on the issue which hardly can be generated 

using any other research method. (Saunders et al 2016, 191-192). 

 

Comparing different research methods suitability for the research question leaded to un-

derstanding that action research is more applicable. It provides better approach for resolv-

ing the research question by allowing taking active role in it. Furthermore, action research 

process supports continuous development and therefore empower improvement of the 

business case even after the research. 

2.2 Data Collection Methods 

Data source types can be divided in two base classes: primary data and secondary data. 

Primary data is any raw data collected from original sources by questionnaires, interviews, 

observations and other research-based data collection methods. Secondary data is previ-

ously collected and structured data results from other researches, which can be useful for 

current research. (Saunders et al 2016, 316-317). 
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The very first step in deciding appropriate methods of collecting data is understanding 

what data collecting results we are about to gain. That leads us to finding the best availa-

ble source of data needs to be collected. Below table shows essential data collections for 

successful research result and the best available source for gaining the data: 

 

Table 1. Data to be collected and data sources. 

Data description Source description 

Big Data possibilities Books 

Web publications 

Available Big Data solutions Web publications 

Implementation possibilities Books 

Software developers 

Technical aspects of implementation Software developers 

Web publications 

Business aspects of implementation 

Target customer group 

Business owners 

Customer expectations 

Customer satisfaction 

Target customers 

 

Books and web publications mentioned in Table 1 are initial secondary data collected to 

gain overall understanding on the matter. There is a lot of researches and case studies on 

Big Data possibilities and in current case they are the best possible source for basis in 

terms of availability and usefulness. Also available solutions for Big Data implementation 

and their pros cons and options will be collected using mix of primary and secondary data 

from web publications because field of the subject is so dynamic that books may not con-

tain up to date information and scope restrictions does not include option for testing them 

all. 

 

As we can see in Table 1, there is three groups of people which are considered as data 

source: software developers, business owners and target customers. Two first groups are 

small, but the data available from them is highly important for the study. Because of that, it 

was urgent to select best available data collection method for each group. 

 

The research interview is very powerful method of collecting primary data. It helps to get 

insights and deeper understanding of research objectives. Interview provides subjective 
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perspective and it’s result highly depends on interaction between interviewer and inter-

viewee(s). All that putted together makes choosing appropriate type of interview and good 

preparation for interview extremely important. (Saunders et al 2016, 388-390). 

 

One of the most common typologies of interviews provides three types: structured inter-

views, semi-structured interviews and unstructured or so-called in-depth interviews. Struc-

tured interviews are very formal, they use questionnaires and are based on idea that no 

question or even voice tone of interviewer is changed between interviewees, so they fit 

well together with quantitative research method. Two other types of interviews are more 

suitable for qualitative researches. Semi-structured interviews usually contain some initial 

questions and main themes but structure of them can vary between interviewees as more 

topic context is gained during interviews. Unstructured interviews may not contain any 

predefined form or any relation to previously completed interviews.  (Saunders et al 2016, 

390-392). 

 

Organizations own secondary data such as emails, documents, memos and database are 

very valuable source on its’ own. In addition to that, secondary data can provide good ba-

sis for forming interviews. Because two main purposes of all interviews done for this re-

search are collecting data and comparing expectations to the actual satisfaction, semi-

structured interviews was chosen as a main interview type. In addition to that there were 

several occasional unstructured interviews as they are natural part of action research 

done by process development in team.  
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3 Big Data Governance 

This chapter describes data governance in a nutshell and big data governance as a part 

of corporation strategy towards data driven development. It goes thru common practices 

of data governance and most popular frameworks of implementing data governance pro-

cesses in companies. In the end of the chapter theoretical background is reflected against 

main goals of current research and most suitable big data governance framework is cho-

sen. 

3.1 Data Governance 

Data Governance is a term for describing key principles of management available data in 

organizations in a way which helps to take most advantage of it and make the data valua-

ble (DAMA International 2017, 67-68) Data Management Framework is shown below (Fig-

ure 2) and it shows key areas of it. Data Governance is placed to the center of the frame-

work to bring up its importance and key role in all other areas. 

 

Figure 2. Data Management Framework (DAMA International 2017, 67) 

 

Data Governance is not a single time project nor even an activity which can be accom-

plished by some individuals or department within organization. It is a concept for creating 

understanding on all levels of organization to concern data as a strategic asset. Data Gov-

ernance gives guidelines to continually improve activities to maintain data on high level of 

strategical value. (DAMA International 2017, 68). 
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According to DAMA International (2017, 70) main drivers for Data Governance are reduc-

ing risks and improving processes. Reducing risks enclose all risks related to data secu-

rity, privacy and compliance to local and global legislation while improving processes in 

this scope determine all activities that support organizations strategy to become more 

competitive using data governance principles (DAMA International 2017, 70-71.) Sarsfield 

(2009, 38-40) indicate, that main driver for most of Data Governance programs comes 

from c-level executives and their emergent need to make data-based decisions while 

amount of collected data grows exponentially. Also, Ladley (2012, 34) states that main 

benefits of Data Governance are efficiency improvement, business contributors increment 

and risk reduction. DAMA International (2017, 73) summarizes that successful implement-

ing of data governance and considering data as an asset is possible only if it is in line with 

business strategy and its importance is understood across the organization.  

3.1.1 Metadata 

Most commonly Metadata is defined as “data about data”. Castanedo & Gidley (2017) di-

vide Metadata in three types: 1) Technical metadata, which describes data from technical 

viewpoint like type, structure and size of data; 2) Operational metadata, which contains in-

formation about data quality, location, update cycles and lineage; 3) Business metadata, 

which contains definitions, that are understandable by end users of data and therefore de-

scribes business value of data. Another point of view on dividing Metadata is defined by 

Pomerantz (2015, 17-18), he also divides Metadata in three types and they are: 1) De-

scriptive metadata, data that helps discover resources and information, such as catalogs; 

2) Administrative metadata, data that helps usage of information, containing also sub cat-

egories like Structural metadata and Preservation metadata; 3) Use metadata, data that 

contains information about resource usages, like file download logs. In comparing with 

three types described previously, administrative metadata with its subcategories is very 

close to technical metadata and operational metadata, while descriptive metadata and use 

metadata are closer to business metadata. All that putted together gives understanding, 

that metadata has no singe all-purpose approach, but rather approaches and methods for 

generating and maintaining metadata depend on the desirable result and usage cases of 

metadata. Both Castanedo & Gidley (2017) and Pomerantz (2015, 32-33) argue, that 

business glossary or in another words “controlled vocabulary” helps maintaining metadata 

independently from type of metadata. Controlled vocabulary provides limited amount of 

definitions and key phrases do describe metadata and therefore keeps metadata more 

structured. 

 

Metadata needs to be managed as it provides users with information about the data in gen-

eral. As T. Nero (2018) points out, “A metadata management strategy is central in ensuring 



 

 

9 

that data is well interpreted and can be leveraged to bring results. Such metadata manage-

ment strategies include collection, storage, processing, and cleaning.” Well-organized Big 

Data management is not possible without metadata management. Accordingly, an under-

standing of metadata management processes plays an important role in organizing Big 

Data. Metadata management is central to data management. Without metadata manage-

ment, the data management of any company cannot be organized. (Nero 2018). 

 

The concept of Data Governance contains metadata as a component. Metadata manage-

ment allows analytics to understand the current business environment and predict its de-

velopment better, revealing the features of interaction with it. Some companies use the 

same tools for managing metadata as for managing Big Data. Metadata can also be ac-

cessed by users. (Nero 2018). 

 

Metadata improves communication between heterogeneous information systems. Metadata 

management makes it possible to apply more secure management methods in the future, 

to ensure the confidentiality of the information and to prevent data leakage. The importance 

of metadata in the contemporary world continues to grow since raw data must be supple-

mented with metadata in order to fully unlock the potential of new technologies. The expan-

sion of the digital universe means an increase in the amount of useful data in it. (Schmarzo 

2018). 

3.1.2 Data Architecture 

Data Architecture is a fundamental discipline of Data Management, which covers activities 

to describing the current state of data and data flows within the organization and design 

desirable state of it. Key outcome of data architecture, or in another words “Data Architec-

ture Artifacts” is abstract enterprise data model understandable by organizations manage-

ment, containing Metadata, data relationships and business rules including data flow 

rules. (DAMA International 2017, 98). 

 

Enterprise Data Model (EDM) is high-level abstract model providing organization’s com-

prehension of enterprise-wide data model, logical subject area data models, project- and 

application-related data models, their vertical and horizontal relations and business rules. 

Vertical relations describe relations from enterprise-wide data model to application-related 

data models while horizontal relations describe relations between models in the same 

level of abstraction. (DAMA International 2017, 105).  

 

As can be found from Zachman Framework (Zachman 2008) during the definition of the 

target state, the Data Architecture breaks a subject down to the atomic level and then 
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builds it back up to the desired form. The database architect breaks the subject down by 

going through 3 traditional architectural processes: 

 

− Conceptual - represents all business entities. 

− Logical - represents the logic of how entities are related. 

− Physical - the realization of the data mechanisms for a specific type of functional-
ity. 

 

Below is adopted Zachman Framework to the roles of stakeholders in organization 

merged with responsibilities from DAMA International (2017). 

 

 

Table 2. Adopted from Zachman Framework 

Layer View Data (What) Stakeholder 

Contextual Scope List of things and architec-

tural standards important to 

the business 

Planner 

Conceptual Business Model  Sematic model or Concep-

tual Data Model 

Owner 

Logical System Model Logical Data Model Designer 

Physical Technology Model Physical Data Model Builder 

Detailed Representations Actual databases Subcontractor 

 

Data architecture is used to manage Big Data. Big Data architecture is a system used to 

receive and process Big Data so that it can be analyzed for commercial purposes (Alley 

2019.) The concept of Big Data architecture involves the processing and analysis of data 

that is too large for traditional data systems. It can be determined when companies are 

moving from data management to Big Data management basing on the size of the com-

pany – each business has its own threshold. Big Data architecture means that advanced 

analytics extract useful information from data. (Big Data Architectures 2018). 

 

Most Big Data architectures include some of the following components, or all of these 

components at the same time: data storage, batch processing, real-time message inges-

tion, stream processing, analytical data store, analysis and reporting, and orchestration. 

Thanks to the big data architecture, predictive analytics, and machine learning can also be 

implemented. A well-designed big data architecture can help save the company’s money 

and predict future trends in such a way that the business will only make the right deci-

sions. (Alley 2019). 
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3.1.3 Data Modelling and Design 

Data modelling is a process of discovering data requirements and documenting these re-

quirements in visual form called data model, which is key deliverable of this process. As a 

form of Metadata, data models accomplish multiple key goals of data management: they 

provide data vocabulary; they keep record about data systems and data; they support 

communication about data; they are significant tool for maintaining, reusing and integra-

tion of data. Data models can be divided by the level of abstraction to three main types: 

Conceptual Data Model (CDM), Logical Data Model (LDM) and Physical Data Model 

(PDM). (DAMA International 2017, 124-125). 

 

Conceptual data models represent key business entities, data requirements and relations 

between them (DAMA International 2017, 145.) Logical data models are more detailed 

representations with attributes of business entities described in CDM, but still abstract and 

do not cover technical implementations (DAMA International 2017, 146.) Physical data 

models go deeper in technical implementations of LDM and contain more information of 

actual implementation of data entities and their relations (DAMA International 2017, 148.) 

 

Approach to build data model is going from up to down i.e. from CDM to LDM to PDM is 

called forward engineering and it is used to build data models for new applications (DAMA 

International 2017, 153.) Another approach, called reverse engineering, backward direc-

tion from PDM to LDM to CDM and suits for building data models based on existing data 

relations (DAMA International 2017, 158.) 

 

According to Simsion et. al. (2012, 151-152), data modeling in practice is most reminis-

cent of design. Big Data modeling is necessary because huge amounts of data must be in 

order to be usable. Using data models, the business can organize and store data, includ-

ing Big Data. The models and environments for storing data provide the following benefits 

for Big Data: increasing productivity, lowering costs, improving user experience and effi-

ciency, reducing the number of errors in calculations and improving the quality of calcula-

tions. Thus, Big Data systems need high-quality data modeling techniques (Zhang 2018). 

There are various methods for modeling Big Data. The models used for this can be di-

vided into relational and non-relational database models (Huda et. al. 2015). 

3.1.4 Data Storage and Operations 

Data Storage and Operations can be divided in two main sub-activities: database support 

and database technology support. First one includes planning, implementing, monitoring 
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and maintaining database environments, databases and data within them. Second one fo-

cuses on determining technical requirements, planning technical solutions and architec-

ture, implementing it, managing and monitoring implemented technology. Because organi-

zation’s data is crucial for business continuity, Data Storage and Operations play vital role 

and is very important for almost any organization. (DAMA International 2017, 169-171). 

 

Initial step of database technology management is understanding business requirements, 

available tools and technologies discovering and combining these two aspects for select-

ing best possible technology suitable for business needs. Often it is reasonable to start 

evaluating technology with proof-of-concept (POC) pilot project to get better understand-

ing about pros and cons of selected technology before implementing it widely across the 

organization. After implementation database technology needs to be managed and moni-

tored for better support of application development, ensuring backup and recovery possi-

bilities. In addition to that, monitoring for technology updates and discovering new technol-

ogies and their possibly benefits for business is also important. (DAMA International 2017, 

194-195). 

 

There are several problems associated with data storage and operations. First, this is a 

data security issue. Using new technologies for storing and working with data, users may 

be worried about their data. This is true, for example, in the case of cloud technology. 

(Zhou & Huang 2012, 1). 

 

The problem of data storage does not have a universal solution. Before choosing where to 

store its structured and unstructured data, the company must understand how much avail-

able data it has and for what purpose it needs to be stored. Awareness of businesses re-

garding their data implies knowing this data, storing all the data including unstructured, es-

tablishing their own data storage policies, choosing solutions that match company data, 

maintaining data security, etc. (Lonoff Schiff 2013). 

3.1.5 Reference and Master Data 

Reference and Master Data management is a process of simplifying sharing most im-

portant data within an organization in a way that provides common understanding that this 

core data is an asset of whole organization. Reference Data is one of three subsets of 

Master Data, other two are Enterprise Structure Data and Transaction Structure Data. Key 

outputs of Reference and Master Data management are data models with requirements 

and integration patterns; reliable and reusable reference and master data. (DAMA Interna-

tional 2017, 348). 
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Reference Data classifies other data and contains codes (statuses or types), descriptions 

and mappings usually formed in some sort of attribute list that supports data standardiza-

tion and verifying that data values are consistent across all organization units and func-

tions (DAMA International 2017, 353.) Master Data contains key organizational real word 

entities representing them in data values trying to consolidate all data representing same 

entities across organization and minimize duplicate records of same entities (DAMA Inter-

national 2017, 358.) 

 

Master data may include reference data and all other data types that the organization per-

mits to share. Thus, reference data is one of many types of master data. However, not 

every reference data can be considered as master data. The value of reference data is 

data standardization, validation, and data quality. The value of master data is data quality, 

reduced costs, operational efficiencies, and streamlining data management and govern-

ance. (Spacey 2016). 

 

Master data is usually used by several IT systems and business processes, so standardiz-

ing this type of data format is critical to the success of system integration. As for reference 

data, “Organizations often create internal reference data to characterize or standardize 

their own information. Reference data sets are also defined by external groups, such as 

government or regulatory bodies, to be used by multiple organizations” (McGilvray & 

Thomas 2008, 1-2.) 

3.1.6 Data Integration and Interoperability 

Data Integration and Interoperability (DII) focuses on integration of different data sources, 

moving and consolidation of data to simplify, lower costs and improve effectiveness of 

data management and usage within different solutions and by different data consumers. 

DII activities are depended on many other areas of data management: Data Governance, 

Data Architecture, Data Security, Metadata, Data Storage and Operations, Data Modelling 

and Design. Data Integration and Interoperability activities support Business Intelligence 

and Master Data Management. (DAMA International 2017, 270-272). 

 

Key process of all DII activities is Extract, Transform, and Load (ETL). The first step of this 

process contains picking up required data from source systems (Extract) either by sched-

uled batch processing to minimize resource usage and capture full data set at pickup time 

or by near-real-time and event-driven asynchronous process to capture data changes by 

schedule or trigger-event with smaller intervals or by real-time synchronous process to 

capture data changes at the moment they happens. The second step is making data suit-

able for target store (Transform) including format, structure, sematic, order changes in 
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data and duplicate removing from it. The last step of this process is publishing data to the 

target system (Load) for further processing and using by customers. (DAMA International 

2017, 273-274). 

 

In the case when the systems are compatible, they can not only exchange information but 

also interpret the data that enter them, presenting them in the form in which they were re-

ceived. In other words, compatible systems speak the same language, while the integra-

tion process is more like talking in different languages. (Roberts 2017). 

3.1.7 Data Warehousing and Business Intelligence 

Data Warehousing (DW) focuses on extracting, transforming, loading and storing data in a 

way that makes is available for different analytic tools to support workflow, operational 

management and predictive analysis. Primary meaning of Business Intelligence (BI) is 

data analysis and discovering insights from data for making better decisions, taking data 

as competitive advantage and based on it fulfil business objectives and improve organiza-

tional success. Secondary meaning of BI are technologies and tools that support this kind 

of activities. Consequently, primary goal of Data Warehousing is supporting Business In-

telligence activities and together they provide transforming data to a valuable asset and 

competitive advantage of organization. (DAMA International 2017, 383-384). 

 

Developing DW/BI processes and activities starts with understanding requirements e.g. 

defining business goals and prioritizing desirable outputs. Next step is planning maintaina-

ble architecture from conceptual architecture models and prototyping providing under-

standing on possible technical solutions. After architecture is established developing of 

data warehouse and data marts can be started. Data mart is a subset of data warehouse, 

that focuses on a single business area like invoicing or stock. Other key activities of 

DW/BI are implementing BI portfolio and maintaining data products as business intelli-

gence outputs needs to be made available for right business units and data in data ware-

house needs continuous maintain activities to be correct and up to date. (DAMA Interna-

tional 2017, 395-399). 

 

Currently, business intelligence and data warehousing are no longer synonymous. It was 

almost impossible to do business analytics without data storage before. Now there is the 

following alternative – instant BI in a data lake and automated data warehouses with ELT. 

The relationship between business intelligence and data warehousing was inconvenient 

and had disadvantages. However, currently, there are ways to overcome possible prob-

lems in this area. Effective business intelligence can be achieved even without data stor-

age. (BI and Data Warehousing: Do You Need a Data Warehouse Anymore? 2019). 
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3.1.8 Document and Content Management 

Document and Content Management is a process which main purpose is establishing ac-

tivities for linking unstructured and even non-electronic data and information to structured 

data. Another key goal of Document and Content Management is to ensure security, avail-

ability, quality, lifecycle management and compliance of this data. These goals and pur-

poses require architecture, governance and high-quality Metadata. (DAMA International 

2017, 304). 

 

One of key activities of Document and Content Management is building and managing 

controlled vocabularies, a type of Reference Data, which helps organizing and indexing 

various content and makes available for searching and browsing (DAMA International 

2017, 309.) Another crucial activity is planning and managing lifecycle of content contain-

ing policies and rules for storing, retrieving, retention and destruction of documents ac-

cording with regulations and organizational requirements (DAMA International 2017, 323.) 

 

In some sources, document management and content management are considered not as 

synonymous concepts, but as processes that differ significantly from each other. Content 

management is carried out by a centralized center in which documents and other infor-

mation are stored, which, if necessary, can be distributed. Document management takes 

place thanks to a computer system designed to search and store electronic documents. 

Document management is related to a broader area of content management. Content 

management is more suitable for managing unstructured data, while document manage-

ment is usually being used for managing structured data. (Templafy 2019). 

 

Interoperability is the ability to transfer data in such a way that the user does not even re-

alize the unique characteristics of the systems between which the information exchange 

takes place. In the context of information technology, interoperability means that various 

devices, operating systems, and applications can work together efficiently without pre-

configuration. The benefits of integrated solutions can also be described as follows: “Inte-

grated solutions achieve superior interconnectivity, service delivery, and information ac-

cess by offering the means to bring content and business logic together, regardless of the 

source, into one seamless user interface with single sign-on and authentication”. In other 

words, integrated solutions create infinite possibilities. (An Introduction to Integration and 

Interoperability 2003) 
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3.1.9 Data Security 

Data Security main goals are protecting information assets from unauthorized access, en-

suring authorized access and verifying alignment with regulations, agreements and pri-

vacy requirements. These goals can be accomplished by identifying security requirements 

and current risks; defining policies and standards and implementing continuous audit pro-

cedures. (DAMA International 2017, 217-219). 

 

In addition to self-evident truth that security is valuable itself, data security has many other 

powerful business drivers. When ignored, data security risks can lead to failed compliance 

with governance regulations and contractual obligations. Data security is also very im-

portant because of customer confidence and organization reputation. Therefore, data se-

curity has high impact on planning risk reduction and ensuring business growth. (DAMA 

International 2017, 220). 

 

Data Security activities starts with identifying organizational business requirements and 

relevant regulatory requirements. Good practice is keeping centralized set of high-level 

enterprise security policies and populate it to more specialized department and application 

policies. Another key activity is implementing data security controls and procedures. It 

contains defining data access rules, monitoring security risks mitigation, auditing policies 

fulfillment and reporting possible breaches and improvement suggestions. (DAMA Interna-

tional 2017, 247-248). 

 

The amount of information used by businesses is increasing year by year. Most of the 

data is kept in unstructured form. As businesses want to capitalize on this information, 

make it useful and manage it, Big Data technologies are being used more and more often. 

However, in addition to capabilities, large amounts of information contain potential threats 

to examine and analyze data sets (Tawalbeh & Saldamli 2019.) Large data warehouses 

pose new security concerns, especially for the direct use of data. One of the possible so-

lutions to the data security problem may be the placement of data controls not on sites 

and not in applications where data is stored, but around the data itself (Tankard 2012, 5.) 

 

Big Data security adds value to the data. The quality and security of Big Data are their 

main features that make data more meaningful. Therefore, before operating the data, it is 

important to ensure the safety and quality of Big Data. It is also worth noting that the 

safety and quality of Big Data depend on the overall context of the functioning of the tech-

nology. (Talhaa et. al. 2019, 916-917). 
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User data must be protected because it also contains confidential information. So, a data 

leak on social networks can lead to serious negative consequences. In general, any busi-

ness should build a trusting relationship with the audience, and this is possible only in 

cases where the company cares about the security of user data. 

3.1.10 Data Quality 

Data Quality depend on and affect all other Data Management disciplines because high-

quality data is the main goal of any data management activity and only high-quality data 

can be valuable for an organization. Therefore, data quality management needs to be 

cross functional and its importance should be appreciated by all teams and at all levels 

within the organization. Data Quality is not a standalone project but rather continuous pro-

gram that includes projects for improving data quality, maintenance and trainings to sup-

port data quality at all stages of data lifecycle. (DAMA International 2017, 450). 

 

Evaluation and improvement of data quality are possible only if there is a compromise be-

tween the quality and security systems of big data. Data quality is very important for busi-

ness, because thanks to big data you can get authentic information for decision making 

(Cai & Zhu 2015.) Poor quality data can cause serious damage to the business at several 

levels, cause additional costs, loss of opportunities. Poor quality data also necessitates 

the re-execution of some important business tasks. (Talhaa et. al. 2019, 918.) 

 

Effective implementation of systems to improve data security and quality is hampered by 

the diversity and rapid generation of big data. Such systems require well-designed mecha-

nisms and strategies. The mutual influence of data quality and security systems requires 

further study since data security can be an obstacle to data quality and vice versa. Mutual 

conflicts between these systems pose new challenges that require new solutions. (Talhaa 

et. Al. 2019, 919). 

 

The initial step of Data Quality Management is to define requirements for high-quality data 

and build consensus between data consumers about data quality improvements. This in-

clude understanding of current state of data, pain points and business goals. As almost 

any organization has a lot of data, it is important to specify critical data for the organization 

and focus data quality improvements on it. In addition to Master Data, critical data may be 

defined by risks of low-quality data for organization’s reputation, finance, regulatory com-

pliance, ongoing operations or business strategy. (DAMA International 2017, 473-475). 
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Data Quality techniques can be divided in two main categories: preventive and corrective. 

Preventive techniques focus on eliminating poor data quality root causes and contain mul-

tiple approaches: establishing controls of data entry, training procedures, rules definitions 

and enforcement, external data quality requirements, defining roles and responsibilities, 

validating data change control. Corrective techniques focus on fixing poor quality data by 

automated correction using rule-based standards, manual-directed correction for sensitive 

data that requires human oversight before applying rule-based correction and least desira-

ble manual correction in cases which can’t be resolved by any other method. As preven-

tive techniques are cheaper and less risky, they must be included in corrective techniques 

to prevent recurrence of data quality issues. (DAMA International 2017, 486-487). 

 

To set up a data quality management system, the business needs to identify errors and 

anomalies that affect quality. Thanks to this phase of the work, new goals regarding data 

quality are set. 

3.1.11 Roles and responsibilities 

Different areas of Data Management have different participants with several areas of re-

sponsibility. In Table 3 is shown full list of possible participants according to DAMA Inter-

national (2017). 

 

Table 3. Participants of Data Management areas 

DM Area Participants. 

Data Governance Steering Committees, CIO, CDO / Chief Data Stewards, 

Executive Data Stewards, Coordinating Data Stewards, 

Business Data Stewards, Data Governance Bodies, 

Compliance Team, DM Executives, Change Managers, 

Enterprise Data Architects, Project Management Office, 

Governance Bodies, Audit, Data Professionals 

Data Architecture Enterprise Data Architects, Data Modelers 

Data Modeling and Design Business Analysts, Data Modelers 

Data Storage and Opera-

tions 

Database Administrator, Data Architect 

Data Security Data Stewards, Information Security Team, Internal Au-

ditors, Process Analysts 

Data Integration and In-

teroperability 

Data Architects, Business and Data Analysts, Data 

Modelers, Data Stewards, ETL / Service / Interface De-

velopers, Project and Program Managers 
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Document and Content 

Management 

Data steward, Data management professional, Records 

management staff, Content management staff, Web de-

velopment staff, Librarians 

Reference and Master Data Data Analysts, Data Modelers, Data Stewards, Data In-

tegrators, Data Architects, Data Quality Analysts 

Data Warehousing and 

Business Intelligence 

Sponsors & Product Owner, Architects and Analysts, 

DW/BI Specialists (BI Platform, Data Storage, Infor-

mation Management), Project Management, Change 

Management 

Metadata Management Data Stewards, Project Managers, Data Architects, 

Business Analysts, System Analysts 

Data Quality Management CDO, Data Quality Analysts, Data Stewards, Data 

Owners, Data Analysts, Database Administrators, Data 

Professionals, DQ Managers, IT Operations, Data Inte-

gration Architects, Compliance Team 

 

As we can notice from Table 3, the list of participants is colossal, and it contains over forty 

different job titles. For big corporations it might be possible and appropriate to have so big 

Data Management team, but in target organization there is in total less employees than 

DAMA International (2017) described possible members of Data Management team and 

available resources for Data Management program doubtless are smaller than all organi-

zations employees. That awareness led me to grouping Data Management areas by par-

ticipants and taking in count only those ones, who might be involved in more than two 

Data Management areas. The result of that grouping is shown in Table 4. 

 

Table 4. Data Management areas of most involved participants 

Participant DM Areas 

Data Architects Data Architecture, Data Storage and Operations, Data 

Integration and Interoperability, Reference and Master 

Data, Data Warehousing and Business Intelligence, 

Metadata Management 

Data Modelers Data Architecture, Data Modeling and Design, Data In-

tegration and Interoperability, Reference and Master 

Data 

(Business / Process / Data / 

System) Analysts 

Data Modeling and Design, Data Security, Data Integra-

tion and Interoperability, Reference and Master Data, 
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Data Warehousing and Business Intelligence, Metadata 

Management, Data Quality Management 

Data Stewards Data Governance, Data Security, Data Integration and 

Interoperability, Document and Content Management, 

Reference and Master Data, Metadata Management, 

Data Quality Management 

   

As we can see from Table 4, it covers all of Data Management areas and most of them 

are listed at least twice. That finding supports belief that Data Management program can 

be rolled out even in small organizations with limited resources and strengthen under-

standing that every step of that program must be accomplished in a collaborative way. Be-

low are described roles of the most involved Data Management participants. 

 

Data modelers and data architects have many common areas of responsibilities, they are 

Data Architecture, Reference and Master Data and Data Integration and Interoperability.  

 

One of key roles in Data Governance is Data Steward. Data Steward is a commonly used 

naming to characterize role of a person or a team who is responsible for effective Data 

Governance processes. Main areas of responsibility are supervising core Metadata, re-

cording rules and standards, maintaining data quality and accomplishing operational data 

governance programs. Data Steward teams often include people who are responsible for 

linking Data Governance activities with organizations business strategy, for example Data 

Owners and Enterprise Data Stewards and people who are responsible for technical as-

pects of implementing Data Governance like Database Administrators and Data Quality 

Specialists. (DAMA International 2017, 76-77). 

 

3.2 Big Data 

This chapter starts with common description of Big Data and its existence in all IT areas 

and thru that its existence in all areas of human being. After that importance of Data Gov-

ernance in Big Data solutions is demonstrated. Finally, most popular up to date Big Data 

tools and solutions are compared to find best possible toolset for actual implementation. 

3.2.1 What is Big Data 

The growth of information, its role, and amounts in the modern world gives rise to new 

technologies that help to streamline existing information. In the information society, com-

panies use Big Data for in-depth interaction with customers, for preventing threats and 
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fraud, and optimize their activities. A quick introduction to this ambiguous technology will 

be given further. 

 

“Big Data is a collection of massive and complex data sets and data volume that include 

the huge quantities of data, data management capabilities, social media analytics and 

real-time data” (Ishwarappa & Anuradha 2015, 319.) Big Data analytics involves the study 

of large amounts of information. Big Data is heterogeneous digital data; data sets are 

measured in terabytes or petabytes. To process Big Data, innovative methods and tech-

niques are used. These services are developed based on artificial intelligence technology. 

 

Big Data technologies and services are evolving largely due to competition. In this regard, 

the most successful Big Data projects are implemented in areas of high competition. Us-

ing Big Data allows businesses to develop competitive advantages, reduce decision-mak-

ing time, and make marketing more personalized. 

Big Data can be described with the use of five main characteristics (or so-called 5Vs of 

Big Data): Volume, Velocity, Variety, Veracity, and Value. These features are described 

as per Ishwarappa & Anuradha (2015, 320-321) in detail below. 

 

− Volume. Analyzing Big Data, the volume factor seems to be the most important. 
Big Data is, firstly, large volumes of information. The volumes of data used in busi-
ness and other fields of activity are constantly growing. At the same time, data 
analysis takes place over the entire volume, not over any single fragment or sam-
ple of data. 

− Velocity. Big Data is an ever-changing and updated array of information. The rate 
of change of data is the second important characteristic of Big Data. Static data 
can be analyzed faster than constantly updated data. Therefore, the speed of data 
processing is extremely important – it must be fast even in the case of analysis of 
constantly updated data. 

− Variety. The complexity of storing and analyzing Big Data is increasing since data 
arrays can be heterogeneous – data massive include files of different formats, un-
structured documents, messages from social networks and other data. Big Data 
needs to be structured. 

− Veracity. Because of the large amounts of data and the constant changes in Big 
Data, it is unsurprising and normal that not all data is reliable. This feature of Big 
Data must be considered when working with technology. It is also worth under-
standing that the data need not be completely reliable in all cases. In addition, the 
quality of data in a single dataset can vary significantly. 

− Value. Working with Big Data technology and services implies investments in IT 
infrastructure, in storage and data processing systems. If a company cannot work 
with Big Data in such a way as to get additional profit from technology, it makes no 
sense to build the potential of Big Data. Also, this feature of Big Data means the 
value that technology brings. The potential value of Big Data is huge. At the same 
time, the data itself is useless until it is used in the most appropriate way in a par-
ticular business case. 
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To sum up, Big Data gives multiple opportunities for comprehensive analysis of large 

amounts of information. Management of Big Data is carried out according to the following 

scheme: collecting information, organizing information, analysis, and conclusion. Big Data 

is used by businesses to improve targeting and marketing in general. 5Vs of Big Data il-

lustrate the ambiguousness of this technology. At the same time, 5Vs are constantly in-

creasing – data volumes now are huge, data are arriving more quickly, and so on. The 

growth of data’s volume, velocity, variety, veracity, and value changes the approaches to 

marketing information analysis. (Verhoef et. al. 2016, 48). 

 

The data types that are included in Big Data massive are texts, schemes, photo, video, 

audio, and other information. Big Data is a new and – in some respects – quite radical 

paradigm of data perception and analysis (at least, Big Data contradicts traditional views 

on privacy and ethics of communication and data usage). This technology is a global trend 

that shapes the future. The traditional mode of data has been replaced by a more com-

plete and flexible system – and this global change is perfectly illustrated by 5Vs of Big 

Data. 

3.2.2 Big Data as a part of Data Governance 

Both Data Governance and Big Data Governance are united by the feature that the im-

provement of these management systems takes the business to a new level, improves 

them. Using outdated methods of Data Governance, companies inevitably fall into a crisis. 

To understand why a business needs Data Governance and Big Data Governance as its 

kind, it is needed to trace the history of the company, the evolution path of the business. 

Without governance, business data is out of sync, with little inner connection. Such data 

state prevents the company from understanding itself and its development path. Thus, 

Data Governance and Big Data Governance can help to optimize business processes. 

(Sarsfield 2018, 17-18). 

 

As Aunimo et. al. (2019, 189) points out, a start-up company can manage Big Data and 

predictive models based on this data using five key aspects of Big Data Governance: data 

privacy, security, availability, usability, and integrity. These five fundamental aspects help 

build a successful Big Data based business. Big Data as part of Data Governance can be 

used to develop a product and business, to build forecasts and personalize a product to 

meet the needs of each user. Further, these key aspects according to Aunimo et. al. 

(2019, 189) will be considered in detail. 
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− Data privacy. Ensuring the confidentiality of user data is important in all areas of 
business. This is especially important for IT businesses – if users feel that their pri-
vacy has been violated, they behave differently on the Internet and feel anxious. 
Confidence in business affects the willingness of users to provide their data to 
companies. 

− Security. A security issue is just as important as a data privacy issue. The feeling 
that the business is safe and protects user privacy affects its commercial success. 
Companies must decide exactly how they protect or will protect the safety of users. 

− Availability. Data accessibility means that authenticated users can access data or 
software upon request. In other words, the company provides the right people with 
temporary access to data. 

− Usability. Big Data organizations must meet the needs of the business (this is one 
of the main goals of data management in general). The ease of use of Big Data 
ensures that it will be monetized. 

− Integrity. According to this principle, only authorized people can make changes to 
the data. The purpose of this principle is to prevent unauthorized use of data. Big 
Data integrity means that the data used by the business is trustworthy. Because 
Big Data is less reliable than traditional organization data, there are many potential 
problems with Big Data integrity. 

 

Big Data Governance framework is especially important when a company just starts the 

business activity and/or develops data-driven software. According to Aunimo et. al. 

(2019), Big Data can be managed to optimize business processes both in start-up compa-

nies and at the product development stage. A proper Data Governance framework is es-

sential in an authentic business environment. However, this structure cannot improve the 

business if quality Big Data Governance is not carried out. Without the use of Big Data, 

data-based processes cannot be beneficial to the business, as they can violate customer 

confidentiality, have dubious reliability, or may not meet the needs of the business. If a 

company successfully manages big data, it can become the most valuable asset of the 

business. 

 

The Data Governance field has emerged in connection with the emergence of Big Data. 

Big Data differs significantly from the traditional type of data, and it is impossible to man-

age it without special software or infrastructure. The need for Big Data Governance is cur-

rently felt by large and start-up companies. Big Data analytics plays an important role in 

enhancing business competitiveness and entering the market; by studying data from mul-

tiple sources in large quantities, analytics can better understand the business processes 

and consumers of a product or service than in the case when the data is analysed in a tra-

ditional way – for example, when a single data source is analysed. (Aunimo et. al. 2019, 

180). 

 

Because Data Governance involves processes that provide formal management of im-

portant data assets across an organization, people can trust data when it is governed. 

However, not all companies use this kind of Data Governance as Big Data Governance. 



 

 

24 

This is due, firstly, to the fact that the sphere of Big Data Governance is not yet sufficiently 

developed, and secondly, Big Data cannot be managed with the help of traditional busi-

ness analytics. Despite this, based on the trend of increasing the role of Big Data, it can 

be predicted that soon companies will manage Big Data in the same way as they manage 

all other data. Before establishing a Big Data Governance system, the company should 

already have Data Governance. (Aunimo et. al. 2019, 181). 

 

Big Data provides opportunities for improving products and services, for planning and im-

plementing innovations. Thanks to the improvement of data collection and analysis sys-

tems, businesses can track user experience and the behaviour of potential users, as well 

as optimize solutions for any innovation. Thus, the analysis of Big Data provides additional 

advantages compared to data analysis, improves business processes in many areas. 

 

With Data Governance, data becomes a business asset. Since Big Data is not static, it 

can be considered both as a resource and as a process related to interactions between 

entities that supply and work with data (El Bassiti 2019, 155.) Big Data is potentially asso-

ciated with a lot of problems, so effective management is important to optimize Data Gov-

ernance in general. 

 

Data Governance makes the business more literate and turns data into an important re-

source for development. A comprehensive Data Governance program includes Big Data 

management, which is especially important for business success currently. Now the prob-

lems of Data Governance and Big Data Governance are problems not only of IT business 

but of any business that wants to succeed and to get competitive advantages. 

3.2.3 Available tools 

Big Data services are becoming more popular in recent years because these services can 

help businesses to understand their customers, to reveal essential information about the 

target audience. Competing services fight for consumers’ attention and constantly improve 

their functions; assistance of Big Data cloud providers is frequently used for various pur-

poses now. Therefore, a comparative analysis of a few popular Big Data services will help 

to clarify how the market of such services works. 

 

Google Big Data analytics service, Amazon Web Services, and Microsoft Azure Cloud 

Services have been chosen for comparative analysis because, according to Gartner, 

these services are among the best vendors of data science and machine learning plat-

forms. With these services, experts, applications developers and citizen data scientists 

can analyze their Big Data effectively. If we limit possible Big Data solution vendors to 
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those, who have cloud infrastructure to natively support data collection from virtual ma-

chines, according to Gartner we are limited to these three vendors as they are also the 

only leaders in this area. In addition, these services enable integration with Microsoft and 

Linux servers, and their virtual platforms are physically located in the EU, which is very im-

portant in current state of data privacy laws and regulations. 

 

Google as a searching system itself is a training machine for artificial intelligence because 

users by their search queries make the system more perfect, and Big Data technologies 

are integrated into the most popular searching system in the world. Also, Google uses Big 

Data to improve the world – for instance, to protect the environment (Wang, 2016.) Never-

theless, Google as a huge data massive is not a subject of our analysis. Below, Google 

Big Data services created for customers (individuals and companies) will be regarded. 

 

Google Big Data analytics service, or Google Cloud Platform (GCP) offers to its users “a 

comprehensive and serverless data analytics and machine-learning platform” (Big data 

analytics 2019.) GCP has a wide range of Big Data subservices (at least 11 – among 

them are BigQuery, Cloud Dataflow, Cloud Dataproc, Cloud Pub/Sub, Cloud Data Fusion, 

Cloud Composer, Data Catalog, etc. (Big data products 2019)). So, advantages and dis-

advantages (pros and cons) of the entire platform, not separate subservices, will be sum-

marized. 

 

Pros (Big data analytics 2019): 

− Google service overcomes the main limitations of Big Data services: scales, per-
formance, and cost efficiency. A secure and automatic platform that works without 
servers.  

− Simple and clear interfaces. The platform focuses on analytics, not data organiza-
tion. Because of the convenience of the service, users can exceptionally work with 
data and forget about managing servers.  

− Easy access for customers and high security of services. REST-based APIs for 
easier integration with other apps.  

− Extremely high speed of work and development. Gigabytes and petabytes of data 
may be analyzed thanks to BigQuery (fast speed of ANSI SQL). 

− Prices are friendly to users – customers pay only for the functions and resources 
they use. Also, there is a discount system on the platform. Service has some of the 
lowest prices on the market.  

− Platform suits for large companies. Among customers of platform are popular e-
commerce brands (such as Snapchat). 

− Google tutorials help to understand the platform quicker. 
 

Cons (Gandham 2019): 

− Some services are badly managed, have outdated and limited functions. 

− Core GCP products (for example, BigQuery, Datastore, and Spanner) have limited 
observability and customization. If a business uses its own ways of managing 
working processes, these products can work imperfectly. 
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− Many GCP services are underdeveloped, they work in a beta stage for years. 
SDKs are broken and documentation is poor. 

− A few Google services are “global”, which means that they are created for working 
in various regions. However, they have not enough resources to work properly in 
all cases. 

− Imperfect system of customer support and sales. 
 

Thus, storage services available at GCP, or Google Cloud analytics products, offer multi-

ple opportunities to its users but still have limitations and imperfections. The most notable 

feature of GCP is its base – the service is created on the ready foundation: Google’s artifi-

cial intelligence. Users of GCP get access to the industry-leading technologies and ser-

vices created by Google with the use of data collected for the 20 years of the brand’s his-

tory. The infrastructure of GCP subservices is reliable, secure and scalable. GCP also of-

fers a serverless data platform to its users. Among key GCP products are business intelli-

gence, data lake, data integration, stream analytics, etc. (Big Data Analytics 2019.) De-

spite all the imperfections of the platform, the key role of GCP on Big Data services mar-

ket is undeniable, since Google is the world leading brand associated with artificial intelli-

gence and Big Data. 

 

Big Data can also be analyzed via Amazon Web Services (AWS). This is the second ser-

vice for comparative analysis. 

 

Pros (Data Lakes and Analytics on AWS 2019): 

− Global reach and scalability.  

− All Amazon services have API which helps to create immutable IT infrastructure for 
customers.  

− Users may focus on creating codes while the other aspects may be neglected.  

− More productive and appropriate for startups. Easy to use even for unexperienced 
customers.  

− There are many tools and manuals to make work with AWS more convenient. 
 

Cons (Pros and Cons of using Amazon Cloud Services 2018): 

− Security limitations. 

− The prices are higher than on GCP and Azure.  

− No tutorials. Services are quite difficult to understanding without additional infor-
mation. Configuration of services according to company’s needs may require the 
help of partners.  

− APIs are multiple but far from perfection.  

− Additional fees for customer support. 
 

So, AWS is a cloud-based platform created for businesses that unite inter-connected ser-

vices. Some of AWS services help companies to develop their own cloud-based solutions. 
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The third service that will be analyzed in this subchapter is Microsoft Azure Cloud Ser-

vices. Azure is a cloud computing service created for programming, testing and deploying 

apps. So, software, platform, and infrastructure capabilities are united in this service. 

 

Pros (Top 7 Advantages of Using Azure Cloud Services 2018): 

− Available globally. The speed is higher than on the most of similar services of com-
petitive brands.  

− High security standards. Security is a primary built-in feature of Azure 

− Azure tries to reduce the risk of data losses maximally.  

− The flexibility of scaling. This is one of the main features of Azure.  

− Any framework, language or tool can be used.  

− Business can build well-developed, hybrid infrastructure with the use of Azure.  

− Multiple artificial intelligence services.  

− Recovery in the case of disaster.  

− Appropriate for startups. 

− Cost-effective service. 
 

Cons (Gaille 2018): 

− Constant management of service is required to make an effect of its usage. The 
service does not help users to manage their data.  

− Platform expertise is needed to use Azure.  

− A single vendor strategy is proposed by the service. Despite its convenience, such 
a strategy increases risk. 

− The speed of work may be lower in some regions (nevertheless, as it was men-
tioned above, the average global speed is extremely high). 

− Some businesses may have problems with the ease of access. 
 

Thus, Microsoft Azure, like GCP and AWS, sets various global services to businesses to 

reduce IT costs, make digital transformation more rapid and increase the flexibility of data. 

GCP is better for large companies with organized business processes. AWS and Azure 

are more suitable for startups because of their operational simplicity. Microsoft Azure is 

chosen for further empirical research. Azure was chosen because of good documentation 

and because the company described in the empirical study uses many Azure services. 

For all three systems reviewed, various tools and services work best, but Azure turned out 

to be the most convenient for the selected company. 

3.3 Importance of pilot project – proof-of-concept 

Any business project involves changes in mental and/or physical environment. Regardless 

of which new product or business appears on the market, their launch is associated with 

potential risk. To reduce this risk, pilot projects are being implemented. Pilot projects are 

also important when a company tries out new technology. (Zbrodoff 2012). 
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A pilot project is a trial launch of the product, a small version of a larger one; it is “an initial 

small-scale implementation that is used to prove the viability of a project idea” (What Is 

the Difference between a Trial and a Pilot? 2019.) Thanks to the pilot project, the com-

pany can understand that the product in preparation for release stage needs to be 

changed. The concept of a pilot project is also used in the field of IT. A software pilot pro-

ject is a test of new software, its local verification. For example, new organization software 

can only be used in one part of the organization, and not across the entire company. A 

new software product can be offered to users in a demo version, etc. 

 

In addition to the pilot project, a pilot research (or a pilot study) is valuable for future prod-

uct. The concept of the pilot research is used in the humanities. The pilot study is the 

study in which a specific research tool is tested: “The pilot study will confirm viability and 

scalability and enable proposed processes and procedures to be tested... It also enables 

the benefits to be tested and a more reliable investment appraisal to be created for the 

main project” (What Is the Difference between a Trial and a Pilot? 2019.) 

 

The pilot research can also mean a small-scale launch of a product, its trial version, made 

in preparation for a full study. An experimental study can show the weaknesses of a pro-

ject, try out a separate research tool in practice, avoid project risks or minimize them (Ro-

land van Teijlingen & Hundley 2002, 33.) Like pilot projects, pilot studies are funded 

(Turner 2002, 4.) We will use the concept of the pilot research in the meaning of theoreti-

cal analysis before implementing the pilot project. 

 

Pilot projects are often used to test new technology, software, or another product. They 

allow businesses to see the technology in action and improve it for getting a successful 

result. In addition, pilot projects help employees to become familiar with technologies and 

influence decision-making regarding the final type of product, as well as how to implement 

the product. The disadvantage of pilot projects is that if the audience’s attention is not di-

rected to them, the projects may show false inefficiency, or, if the attention is drawn, the 

product that could become successful will not be implemented or will take a different look. 

Thus, a pilot project can be an obstacle to change. In addition, excessive attention to the 

pilot project may create the wrong focus for the whole team. 

 

Despite some shortcomings, pilot projects can be an effective means of monitoring the 

main project. Thanks to the pilot project, the business can understand what is working well 

in the product and what needs to be changed. Pilot projects are becoming a source of val-

uable information about product capabilities. In the IT field, pilot projects help to under-
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stand whether the release of software in the form in which it was designed is the right de-

cision. IT products are tested in terms of their functionality and relevance to the needs of 

the audience. 

 

Software developers or third-party vendors can participate in the pilot software project. 

When starting a pilot project, IT specialists are engaged in its network administration, and 

the training and support group collects data on user problems. A group of users is in-

volved in testing an IT product. 

 

Summarizing all previous and adding key points by Gupta (2018) and English (2019) to 

ensure the success of the pilot project, it is important to imply the following rules for its or-

ganization: 

− Work mainly with the most important problems for the product. 

− Make sure that the pilot project has enough degree of support. It is important not to 
go to extremes – a team can learn from the mistakes of the pilot project. 

− The purpose of each pilot project should be clear. Pilot project support groups 
should be aware of their responsibilities. If the goal was not achieved during the 
implementation of the pilot project in the IT sector, this may mean that the project 
uses the wrong tools or that the expectations from these tools were too optimistic. 

− It is important to know what indicators will be checked in assessing the effective-
ness of the pilot project. 

− Track all the problems that arise during the implementation phase of the pilot pro-
ject. It is also worth paying attention to those aspects that are implemented without 
any problems. This may be an example for other areas. 

− Often visit the pilot site, communicate with product users about what problems 
they are facing, what changes they want. 

− People working on a pilot project should analyze failures and their causes. Failures 
should not be repeated. 

− It is important that people working on a project discuss with each other what does 
not work in the project. Project management should carefully assess these issues 
without blaming specific people. 

− Encourage people to use new technologies. 

− Make system changes to work on pilot projects so that the next project does not 
have the same problems. 

 

Each pilot project is a unique experiment. Using a pilot project, company management 

finds out what changes should be made to the product which production is being pre-

pared. Before starting the pilot project, it is necessary to determine its desired result, set 

the scope of the project software and request information on possible solutions. A custom-

ized project monitoring system will help identify all the problems of the project and find 

ways to solve them. After the time allotted for the pilot project, the team needs to evaluate 

how the pilot launch went and write a report. 
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Thus, pilot projects allow companies to minimize risks and waste of time and money when 

starting a project. In the IT industry, pilot launches are testing new programs or technolo-

gies. Among other advantages of this method, it is important that pilot projects help evalu-

ate options.  
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4 Preparing for Proof-of-Concept 

In this chapter are described all preparation phases before starting actual pilot projects. It 

starts with description of target organization, it’s current state and customer groups. After 

that the chapter goes through forming organization’s vision about projects importance and 

desired state of data governance program, stakeholder selecting, discovering available 

data resources, forming data governance team, defining processes for the projects and 

initial plan of implementation. 

4.1 Target organization 

FIMX Oy is innovation leader in digital property information services. It provides sophisti-

cated tools for operating with property information using SaaS (Software as a Service) ap-

proach available thru any web browser. For FIMX Oy being in this role has been the eve-

ryday now for a decade. 

 

In their service they have currently about 6000 organizations and their users make use of 

FIMX service in different roles. FIMX customers are large property owners, condomini-

ums, real estates, managers as well as different service providers (maintenance, cleaning, 

hvac, electricity etc.). The electronic service- and maintenance request channel (JULMO) 

has brought the real time resource planning also for the reach of hundreds of thousands 

of property users, tenants and residents. 

 

Over eight million service requests have been handled in FIMX service. The complete pro-

cess from announcer’s public form and different phases of the work to accepting the ac-

tions, invoicing and customer feedback from the announcer are in the center of the ser-

vice. All the different parties handling and following the process see and communicate the 

same phases of the process and all of them have always 100% accurate information. 

 

FIMX maintenance- and service request process creates customer satisfaction key indica-

tors and response for thousands of properties. All together the smileys for the work, its 

quality and efficiency have been clicked for over 420 000 times! The evaluations are im-

mediate feedback from the announcer and subscriber for the quality of the actions. Most 

of then – especially the negative ones – include also a feedback and often a development 

proposal to improve quality. These have been given in FIMX-service for over 125 000 

times. 

 

Features of FIMX service include: 
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− management of maintenance- and service requests, real time follow up of the work 
and instant response 

− preliminary maintenance tasks (maintenance manual) 

− managing archive and attachments, folders 

− long term maintenance plan 

− consumption reports for electricity, water, heating, cooling… 

− device register 

− owner reporting, e.g. service production assessment, response times, long term 
maintenance plan, consumption comparisons, waste reporting 

− mobile compatible interface  

− continuous assessment of service satisfaction 

− electronic channel for maintenance- and service requests (JULMO) 

− rescue plan based on the real time data in our service 

− map interface for reporting 

− QR-codes for service requests, meters, devices, spaces etc. 

4.2 Agreement with organization’s management 

Before starting actual project planning it was very important to gain common understand-

ing about data governance value with organization’s owner and other high-level manag-

ers. Without support from the upper management it would be close to impossible to gain 

resources required for good quality implementation of pilot data governance project. Un-

derstanding importance of this step led me to conclusion that it also requires good prepa-

ration. 

 

Target organization at the time of writing this thesis consisted of ten people in total. This 

restriction has its pros and cons. Main disadvantage was in limited possibly human re-

sources allocated for pilot project. Main benefit was very low-level hierarchy, that allowed 

discussion with anyone in organization in person. Also, negligible hierarchy and small size 

of organization meant that gaining “green light” for pilot project from the upper manage-

ment would help a lot in allocating human resources for it. 

 

As a team leader of one of IT-teams within the target organization I have pretty good un-

derstanding about all current projects and daily small talks with development manager. 

These factors made easy to start conversation with development manager about current 

state of organization’s data governance and possibilities to extract new value from it. Initial 

conversation about the subject was kept and as a result of that conversation several con-

clusions were made: 

− We have a lot of data and many different types of it 

− The data we have can be made more valuable improving data governance approach 

− Possible pilot project’s target customer groups can be building managers and building 
owners as they are assumed to be most interested in easy-to-read insights of data 

− Insights from processed data can support software development 
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It was great win to gain support from development manager as he has a lot of influence on 

planning big projects in target organization. The next conversation took place at weekly 

meeting of organization’s management and permission to start pilot project were granted. 

In addition to that, other possibilities for making our in-house data more valuable were dis-

cussed. This discussion led us to agreement, that we use our data for improving organiza-

tion’s activities. From management point of view, possible next projects can use data in-

sights to support billing activities, better understanding on our services usage and user 

profiling as a support of overall planning and software development prioritizing. 

 

These two conversations ensured that organization’s management promised support to 

this project and were curious about its results. We got permission to further project devel-

opment in cooperation with development manager and possibility to use other organiza-

tion’s human resources. Also, we promised to report weekly about current state of the pro-

ject. 

4.3 Discovering available resources 

To start planning data architecture and data models of new project it was important to dis-

cover overall organization’s data architecture and available data models. This step was 

obligatory as no single project can be totally isolated from other projects. Especially this is 

true for data governance projects that use existing data and produce new knowledge from 

it. 

 

This step required awareness of current state of data storage and operations. For this pur-

pose, existing technical architecture model was re-evaluated and blueprinted as shown in 

Appendix 1 (confidential), Figure 1. This model helped to list data resources that exists 

within the architecture and so are processable using existing tools. In addition to that sev-

eral possible data resources where defined as potentially useful but out of scope of tech-

nical architecture, so they require implementing new tools to become processable. Both 

data resource lists are shown in Appendix 1 (confidential).  

 

Discovering current state of data warehousing and business intelligent activities was logi-

cal next step to form insight on tools that are already in use in target organization. Existing 

technical architecture also provided better understanding of technical tools that were used 

within the organization. This knowledge helped to list tools that can be used in this pilot 

project. For better understanding possibilities and limitations of these tools organization’s 

inhouse technical expert were interviewed. This interview resulted in forming list of availa-

ble technical tools and their specifications. The list is also shown in Appendix 1 (confiden-

tial). 
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4.4 Planning tools and investments 

Before starting actual project, we needed to do a commitment about possible tools used in 

it and possible investments the project may require. The project was implemented in itera-

tive way, which meant that all tools and investments couldn’t be specified very detailed, 

but we still needed to form our bounds and possibilities. These bounds could then be ap-

proved by organization’s management and act like a guideline for actual project imple-

mentation. 

 

As mentioned previously there is multiple tools for building Big Data solutions as an in-

house environment or using cloud environments. Building in-house Big Data environment 

have some benefits, but in our case, it was potentially costly and very complicated as we 

had lack of experience and furthermore limited human resources allocated for the pilot 

project. Using cloud solution from one of three main providers on the market Amazon, 

Google or Microsoft was seen the most cost-efficient way. Comparing these three cloud 

providers and their solutions guided us to conclusion that there are just minor differences 

between them and close to no differences when trying to compare solutions from Amazon 

and Microsoft. Target organization already had experience in using various services from 

Microsoft and an active Microsoft Azure subscription with multiple use cases. In compari-

son to that, there was no experience in using services from other Big Data solutions pro-

vider. Because Microsoft Azure was one of the leaders in the market and we were already 

using some services at that platform, it was logical choice as a platform for pilot project. 

 

Because Microsoft Azure uses pay-per-use subscription plan with many variables, it was 

hard to analyze total costs for pilot project without detailed plan. Iterative implementation 

added more complexity in total cost calculations. In comparison to that between iterations 

of project it was easier to plan financial and human investments for next iteration. Sugges-

tion for using this investment model was approved by target organization’s management 

so we were ready to start actual project detailed planning. 
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5 Implementation of Proof-of-Concept 

This chapter describes all steps of implementation of pilot projects within organization’s 

Data Governance program and their current status at the moment of writing this thesis. 

5.1 First pilot project: visualization of multidimensional data 

Target organization generates a lot of data about buildings and their usage. Based on that 

data target organization implement various reports for building managers and building 

owners. Most of these reports provide visualization and detailed report about some spe-

cific data collected from buildings usage. These reports can be grouped by single building 

and by user-managed building groups bringing comprehensive information for various 

user groups. 

 

Most of the reports are displaying data about some particular data and there was no previ-

ous single report for visualizing main information from all of them. There was a lot of con-

versation from time to time about benefits of report where our clients can see at a glance 

holistic information without digging into specific reports. Initial interview with development 

manager about possible pilot project for valuable Big Data solution led us to decision that 

this kind of report can be a good candidate, because it has all main aspects for that: 

− It can be very valuable for our clients 

− It requires a lot of various data processing 

− It requires excellent data visualization to be useful 
 

Based on these interview results this kind of report was selected as first pilot project and 

more detailed project planning was started. 

5.1.1 Planning the project 

Actual project planning started from taking interviews within target organization and col-

lecting all desired features of this report solution. Interviews were in form of small talks 

and conversations in organization’s chat. Interview notes were collected as list of possible 

features and then validated with all participants to ensure that nothing important left unat-

tended. In addition to that, input data about possible features was collected from email 

conversations with organizations clients. Final list of all desired features is shown in Ap-

pendix 2 (confidential). As can be seen from this list, desired features were not only visual 

reports but much more, including multiple automated tasks, notifications, lists and alerts. 

However, it was agreed that in first iteration only visual reports will be released and scope 

of first iteration should be limited only to them. 
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During these interviews raised understanding that final product of this project must be a 

part of our solution for our clients. That understanding launched search of data visualiza-

tion tool which can be seamlessly integrated in our solution. Quick research about availa-

ble visualization tools showed, that although there is a lot of tools in the market, filtering 

them by parameters like free for corporate usage, variation of charts and graphs, good 

documentation, good customization and easy to implement narrowed selection to just cou-

ple of them. Current market leader seems to be D3js and other frameworks based on it 

with its huge community and sophisticated customization possibilities, although learning 

curve can be somewhat difficult. Two another possible visualization tools were Google 

Charts and ChartJs. We had previous experience using Google Charts and in some spe-

cial cases its customization limits were reached. Also, for this project was decided to test 

some new visualization tool, so we quickly end up testing possibilities of ChartJs in our pi-

lot project. 

 

Limiting scope of desired features to visual reports only simplified implementation very 

much. All data, that we needed for this project can be found from organization’s own 

structured and well documented data resources. Result of this project planned to be part 

of existing web application. These two boundaries made also data privacy and data stor-

age and operations straightforward because of multiple reasons: there is no need to trans-

fer data to external platforms, existing data privacy tools and settings can be reused, pro-

cessed data would not generate any new person related data. 

 

Next step was planning data model of pilot project. Data model of final report was decided 

to be same for all transformed data to simplify adding new data resources even after first 

implementation. Data model of transformed data planned to have relational structure and 

to have following attributes: 

− Unique building identifier 

− Timespan of collected data 

− Collected data type 

− Calculated value 

− Quantity of data rows used for data calculation 
 

All calculated values of data model should be also unique to ensure data quality. There-

fore, limiting uniqueness of calculated data should be based on combination of building 

identifier, timespan and data type. As building identifier is already unique and timespan 

can be ensured during extracting phase of ETL process, there was only one new attribute, 

that must be declared and specified in metadata of data model – collected data type. Col-

lected data types was listed as enumeration. This enumeration combined with data model 
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and descriptions of source data formed a good base for metadata. Final form of metadata 

was left to be written out after first implementation of the project. 

 

After specifying data model, it was data integration and interoperability turn. For this step I 

created initial ETL-model, which is shown below. For organization’s data privacy reasons 

actual collected data types and report names are replaced with numbers. 

 

 

Figure 3. Initial ETL model of first pilot project 

 

This ETL-model combined with data model made clear, that collected data especially 

unique building number cab be considered as master data, when transformed data and 

reports based on it formed reference data. This also formulated statement, that data qual-

ity of this project is based on two main aspects: quality of collected data and quality of 

data transformation. 

 

Deeper research on source data quality and precise rules of data transformation were left 

on implementation phase of the project. For that reason, data architecture of this project 

was also left to be written out after first implementation of the project, although relation be-

tween the project and other organization’s solutions and EDM was confirmed.  

 

Putted altogether selected tools, note about data privacy, note about data storage & oper-

ations, data model, initial metadata, data integration & interoperability, data quality rules 

and initial data architecture formed guidance for implementation and actual project imple-

mentation started right after it. 
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5.1.2 Implementing the project 

Actual implementation started with discovering available data sources and analyzing their 

quality. One of aspects of final output was to provide information about wrongly inputted or 

missing data, so at this point only technical data quality issues could be critical. Compar-

ing database model and actual current database state showed, that database model is 

very well formed and there are no technical issues affecting data quality. However initial 

data processing attempts showed that there are big differences in data quantity from 

building to building. This finding strengthened understanding, that final reports based on 

processed data should highlight these data quantity anomalies to be more informative. 

Another conclusion derived from initial data processing was that this step can be done us-

ing existing tools within existing environment. Also, this step showed that fine tuning of 

data processing can be done separately from fine tuning of final reports and their user ex-

perience, even at some point it is very fruitful to validate processed data against visualiza-

tion. It allowed to divide implementation to two separate tasks: data transformation imple-

mentation and report visualization implementation. These tasks were allocated to two pro-

ject participants to speedup project implementation. 

 

When data transformation implementation was ready, it consisted of multiple similar tasks. 

Each task was responsible for collecting and transforming data into format suitable for fur-

ther processing during visualization part. Putted in a batch job all tasks took eight to nine 

minutes in total to process data for past three years. It was possible to reduce processing 

time collecting only data for time period that was not processed previously, but one finding 

restricted this possibility. Comparing results of processed data showed, that new input 

data can affect some data in the past, the root cause was found, and it was acceptable 

and easily explainable. Further data validation could be made only after implementation of 

visualization. 

 

Basing on previous conversations with customers and other reports usage statistics it was 

decided that the visualization should have three levels of timespan selecting: year, quartal 

and month. Although minimal level allowed to schedule data processing only once a 

month, for more accurate and up to date data it was reasonable to process data every 

day. As data processing batch job took 8-9 minutes and was quite resource costly, it was 

planned to run it at night, when other resource usage is at it’s minimum. Daily processing 

made possible one of future features – fast customer notifications about rate changes in 

reports which they mark as important. 
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Visualization implementation using ChatJs was quite easy because of good documenta-

tion and very simple framework syntax. For faster response from development team and 

inhouse stakeholders, it was decided to implement simple report based on total counts 

from processed data as the most straightforward data-to-visualization implementation. Al-

pha version of this report is shown in Figure 4. It had no navigation, no possibilities to 

change timespan and even no localizations, but it showed easiness of building visualiza-

tions from processed data. In addition to that it showed very good speed of retrieving data 

and building report after data is retrieved. 

 

 

Figure 4. Alpha version of visualization of processed data 

 

During the next meeting of inhouse stakeholders some of user interface features of final 

report was planned. First it should have easy navigation between reports, between build-

ing portfolios and between buildings within portfolio. As there will be multiple dataset per 

report, it should have feature to hide less important datasets and pre-set option to high-

light more important datasets. There must be two graphs at building portfolio level to show 

summarized results of portfolio and building comparison within portfolio. In addition to that 

building comparison can be shown in form of table for those, who are interested in more 

detailed data. This table can be also used as navigation from portfolio level to single build-

ing level. As some of our customers has building portfolios as big as hundreds of buildings 

per portfolio, it was valuable to add possibility to filter report buildings by city, region, ad-

dress and even by real estate service provider company. 

 

Implementation of user interface features was made simultaneously with improving data 

processing tasks. As visual part started to be more mature it brought up bottlenecks in 

processed data. Each improvement of processing tasks was validated and approved by all 
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members of development team and tested on various building sets. This technique helped 

avoiding human errors. Each visual effect and feature were also implemented using same 

technique and in addition to that there was two demonstrations of beta versions for organi-

zation’s management. These demonstrations received very positive feedbacks and en-

sured that development team and organization’s management shared same understand-

ing about desired outcome. Additionally, one new feature was introduced. Because 

graphs generation from processed data was very resource effective and fast, it was cho-

sen to bring some of them directly to the building portfolio and building main pages to 

show key trends to customers as soon as they start to investigate any available report. 

 

When all localizations, planned user interface features, reports defaults and data pro-

cessing optimizations were ready, project development team published final version of 

data model. Demonstrated to organization’s management project was approved to be 

published to customers. Further project development was planned after collection of cus-

tomer usage statistics and customer feedbacks. Preparation to actual publishing included 

composing in-app notification and public articles on organization’s main website. Links to 

these articles can be found in Appendix 4. 

5.1.3 Short reflection of current state and future possibilities 

Sample of user interface at the moment of writing this thesis is shown in Figure 5. It con-

tains all features planned during first iteration and gained very positive feedback from cus-

tomers. Organization’s management was excited about project development team out-

come and this pilot project was accepted as successful. 
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Figure 5. Final version of user interface 

 

Customer usage statistic collection was still in process. It was done partially manually and 

took too much time from combining usage data to report that can be shown to organiza-

tion’s management. This bottleneck was acknowledged, and organization’s management 

granted permission to start new project by same development team to fix this issue. More 

detailed description of this project is shown in next chapter of this thesis. 

5.2 Second pilot project: extracting valuable data from software logs 

Target organization delivers value to its customers using SaaS (Software as a Service) 

approach via web applications making it available from any device with Internet connec-

tion and any modern web browser. At the moment of writing this thesis there was two 

main web applications available to all customers: one hosted at m.fimx.fi domain and an-

other hosted at pro.fimx.fi domain. These web applications produce usage logs at various 

levels and in various formats. First level of usage logs is produced by web servers of 

these applications. Second level of usage logs is produced by web applications them-

selves using in-application custom logs. Third level of usage logs is related to database 

objects and their history. Every level of produced logs is using its own format and all of 

them are stored separately making combining them a big challenge. 
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Validating results of previous sub-project using software logs required platform, which can 

combine all levels and formats of logs into single real-time or near-real-time report rele-

vant for organization’s management. Short conversation with organization’s CTO and 

CEO resulted in common understanding that developing of this kind of platform would not 

only benefit this sub-project but can be used for deep comprehensive analysis of both web 

applications. Furthermore, such analysis can in future support data driven development 

bringing better understanding about current clients’ needs. Target organization’s CEO was 

very enthusiastic about this vision and not only granted permission for starting pilot project 

but also suggested desired output for it: collecting data about resources that are not used 

by clients. 

 

This idea gained support from CTO, who pointed out that such knowledge can promote 

multiple development targets: 

− Focusing development on features that are most used by clients 

− Reducing codebase by removing features that are not in use 

− Improving availability of features which are potentially useful for clients 
 

Support of CEO and CTO ensured that implementation of pilot project can be started.  

5.2.1 Planning the project 

Actual planning of the project started from discovering data sources, which can be useful 

from perspective of desired outcome. This analysis showed that three levels of logs from 

two web applications using different technologies result in six real-time logs and two code-

bases each having its own format. Variety, volume and velocity of possible data sources 

was challenging for this Big Data pilot project. Acknowledging this I suggested limiting 

scope of pilot project only to one of web application, which halved data sources and sim-

plified first iteration of implementation. Organization’s CEO accepted my suggestion for 

proof-of-concept. 

 

Selection which of web applications will be target for proof-of-concept was made based on 

easiness of implementation. Because one of them was already collecting web server logs 

and in-application logs which will be used as master data to Microsoft Azure it was obvi-

ous to select this application to be first as this can simplify data collection and data pro-

cessing significantly. The collected reflected only resources that were in use so to provide 

desired output it needed to be linked to list of all available resources within application. 

This list of all available resources can be used as reference data. Collection reference 

data and methods of bringing it to Microsoft Azure portal was left on implementation 

phase of this project. 
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When master data and reference data sources were selected, it was time to ensure Data 

Security and Data Privacy rules are fulfilled. Together with Data Protection Officer (DPO) 

we verified, that already collected data fulfil organization’s Data Security and Data Privacy 

policies and government’s obligations. Microsoft Azure portal allows client in easy steps to 

determine, in which physical location of their cloud data is stored and who have access to 

it. At the moment of writing this thesis all data was physically stored in EU and only au-

thorized organization’s personnel had access to it. Reference data do not need to have 

any personal information, but it’s cloud’s physical location also was planned to be in EU 

because it simplifies Data Storage and Operations handling. 

 

The next step was to plan Data Architecture keeping in mind Data Integration and Interop-

erability. For this project possibility to integrate various data sources between each other 

and possibility to transform data efficiently was a key to success so DII was tightly coupled 

with Data Architecture. For achieving this goal and splitting implementation into smaller 

steps Extract-Transform-Load model was made. It is shown in Figure 6 below. 

 

 

Figure 6. ETL model of second sub project. 

 

All steps of this model were planned to be automated. This Data Warehousing and Busi-

ness Intelligence challenge required a tool or set of tools to accomplish it. ETL presented 

if Figure 6. helped to select these tools and made actual implementation straightforward. 

As mentioned previously, all three log sources were already collected into Microsoft Azure 

Portal. Inside Microsoft Azure Portal Azure Data Explorer uses Kusto Query Language 

(KQL) to query structured and semi-structured data. It allows to query any kind of logs and 

render graphic representation of results. KQL is powerful but also the only query language 

in Azure Portal that can be used to extract information from collected logs. Therefore, also 

reference data needs to be processed in form that can be queried using KQL. Fortunately, 
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Azure Log Analytics supports custom logs collection from various formats and make them 

available for KQL. 

 

In addition to data querying challenges, automation of process required scheduled trigger 

and automated reporting. Microsoft Azure Logic App is a set of tools, which support multi-

ple inputs, outputs, logical operations, data transformation, KQL querying, Azure Func-

tions calling and so on. Azure Logic App builder is a visual tool which can be used from 

Azure Portal simply by drag-and-drop technique allowing to build sophisticated apps with-

out need to write machine code. All these possibilities made selecting Azure Logic App as 

technical framework for all data transformation, combining and reporting a coherent deci-

sion. Planning actual parts of this Logic App was left on implementation phase. 

 

5.2.2 Implementing the project 

Implementation of this sub project started with extracting Reference Data mentioned in 

Figure 6. As list of web pages and API’s are not static and change during development of 

web application, using Azure Log Analytics custom logs for extracted data was rational 

choice. It allows collecting same types of logs automatically from predefined location. I 

generated script which checks the code of web application and exports all web pages 

routes and all API routes to CSV files. These CSV files are then picked up by Azure Moni-

tor which brings them to Azure Log Analytics where data can be transformed for further 

processing. 

 
As was mentioned previously, Master Data such as Web pages logs, API usage logs and 

in-app logs were already collected to Azure Log Analytics. So next step was to start trans-

forming both Master and Reference Data to make them ready to be processed for final 

output of this project. In cooperation with Senior Specialist we formed multiple pre-defined 

KQL-queries from source data, which were planned to be automatically processed. The 

queries were validated several times to ensure that they produce correct information pro-

cessable by next step. After validation we were ready to create information processing 

app to gain actual knowledge. 

 

Gaining knowledge in a real or near-real time and acting based on that knowledge in a 

form of sending results to organizations management was a multidimensional task.  De-

veloping the tool or set of tools for this kind of task by programming them using organiza-

tion’s own resources could be a very timely and costly process. Fortunately, among big list 

of different tools in Azure Marketplace, which is available through Azure Portal, there is a 

tool called Logic App, which is created by Microsoft. It allows to connect many sorts of 
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predefined input and output APIs such as KQL querying, Azure Functions calls, database 

operations, email sending, natural language processing and so on. There is even possibil-

ity to write your own APIs if comprehensive list of available APIs is not enough. In addition 

to that it can be triggered by event or schedule, APIs can be chained one after another 

and there is good set of logical operations, which can be used for acting based on output 

from any of these APIs. There is also quite user-friendly browser-based tool, which allows 

to create sophisticated Logical App just by putting API “blocks” together. There was no 

previous experience in target organization, but it sounded as a good choice for this pro-

ject. 

 

Creating of Logical App started from forming KQL-query to be triggered by Logic App 

schedule. Although it wasn’t very complex task, it showed very shortly, that after querying, 

data should be processed and validated by something, what can be tested to produce cor-

rect information from this data. That was the job for Azure Functions. Azure Functions 

also can be triggered by schedule or event and send output to any API, just like Logic 

App. But unlike Logic App, they must be written in some programming language. Using 

programming language for complex data processing has big advantage – data processing 

can be tested and validated by unit tests and test data. At the moment of writing this the-

sis Microsoft Azure Functions support C#, JS, F#, Java, PowerShell, Python. Because tar-

get organization mainly uses C# in daily work, it was logical to select it as programming 

language for Azure Functions also as it allows to use in-house resources for writing nec-

essary Azure Functions. 

 

When Azure Functions were ready and validated to work as expected it was time to add 

Logic App connector for saving processed data. There are many options for storing data 

in Azure and sending it to any storage outside Azure, or even sending graphical report di-

rectly to email. Because results from this data processing Logic App could possibly serve 

multiple targets, it was decided to save also processed data in Azure Log Analytics and 

create separate report sending Logic Apps based on demand. 

 

Figure 7 shows final version of Logic App. It starts with scheduled trigger, runs KQL-

query, prepares data for first Azure Function, processes data in Azure Functions, pre-

pares processed data for storing and stores it in Azure Log Analytics. 
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Figure 7. Final version of Logic App 

5.2.3 Short reflection of current state and future possibilities 

At the moment of writing this thesis, the project is finalized by publishing reports based on 

processed data. It brought a lot of new knowledge about source web site and its usage. 

The project is considered as very successful and its results were very valuable. Target or-

ganization started multiple new projects based on knowledge proceeded by this project 

and is very interested in taking more advantage of Microsoft Azure products. 
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6 Validating the Result of Proof-of-Concept 

This chapter validates results of proof-of-concept from different perspectives taking care 

of all groups involved in implementation at some point. Software developers’ perspective 

is described first as they were the most involved group at all phases. After that target cus-

tomers’ perspective is described as they are the end users of final products produced by 

proof-of-concept. The last but not the least perspective described is business owners’ per-

spective as they are the ones, who’s opinion about successfulness of proof-of-concept is 

major. Finally, all perspectives are summarized. 

6.1 Perspective of Software Developers 

The team formed for this Big Data Governance pilot project mostly consisted of software 

developers. CEO and CTO granted permission to involve all required human resources in 

this project. Actual implementation required only three software developers: me as main 

technical implementer and two supporting ones, who were responsible of validating tech-

nical correctness and processed data accuracy. Before this project they had a lot of expe-

rience in team working, so team communication during the project was not a challenge. 

Seamless team communication simplified planning and implementation phases very 

much. On the other hand, the team involved in the project had no experience in Big Data 

Governance approach and tools used for implementation were new for the team. Validat-

ing possibility of utilizing Big Data Governance approach and Big Data tools by small team 

without previous experience was one of main goals of this thesis. 

 

Before starting pilot projects even meaning of term “Big Data” sounded strange and some 

of team members named it “just temporary hype” or “too complex to be implemented by 

small team”. Of course, lack of experience in this area was a big challenge at the begin-

ning. One of possible results of this pilot project was gaining knowledge, that Big Data 

Governance and Big Data overall is too complex or too immature technology to be utilized 

by small inexperienced team without big investments. A lot of tools that were used during 

implementation phases were new for the software developers and required learning curve 

could be very big obstacle. 

 

However, the reality was quite opposite. Big Data Governance approach brought clear-

ness to the projects highlighting areas of data governance which shouldn’t be forgotten or 

underrated. Possibility to implement Data Governance theory in practice brought team to 

understanding, that most of DG areas were already well known and actively in use even 

without acknowledge that they are areas of DG. Understanding relations between these 

areas as a part of holistic data governance ideology was one of biggest achievements 
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gained by software development team involved in this pilot project. It gave the team 

deeper knowledge about Data Governance itself and Data Governance as a part of devel-

opment process. This knowledge will definitely help software developers in another pro-

jects. Also, tools needed for processing Big Data were not that hard to learn as was ex-

pected before starting pilot projects. 5Vs of Big Data make it close to impossible to pro-

cess real-time knowledge without tools specially designed for Big Data processing. How-

ever modern tools give possibility to utilize Big Data even by a team without experience in 

this area. Tools used for these projects have good documentation and very user-friendly 

and intuitive interface. 

6.2 Perspective of Target Customer Groups 

There were two separated pilot projects with different objectives and different outcomes. 

The first one was focusing on providing purely new value to organization’s customers in 

form of new report available as a part of organization’s service for its customers. In addi-

tion to that, actual subscriber of the project was organization’s management. The second 

pilot project was focusing on bringing new knowledge to support development planning 

and organization’s resource allocation. Therefore, there was two different target customer 

groups and their perspectives will be reviewed separately below. 

6.2.1 Perspective of External Customer Group 

External customer group consisted of all organization’s customers who have access to or-

ganization’s Owner Reporting Service. These customers are mainly real estate managers 

and real estate owners who use Owner Reporting Service to gain knowledge about their 

real estate properties. The new report, which was outcome of first pilot project was sup-

posed to bring new knowledge in a simple and intuitive way, so most interesting infor-

mation can be seen in a glance. Desired features of this new report were limited by 

knowledge collected from multiple sources and is shown in Appendix 2 (confidential). Not 

all these features were implemented during first iteration of this pilot project. List of imple-

mented features is shown in Appendix 3 (confidential). Most of not implemented features 

were left on hold waiting for customers feedback for implemented features. 

 

There were no satisfaction questionnaires for customers about this new report, so there is 

no statistical data about successfulness from customer perspective. Nevertheless, there 

were other ways to find it out. The outcome of second pilot project helped to collect data 

about report usage and compare it in time with other reports available to same customer 

group. This data showed that the report appeared in top 10 most used reports of Owner 

Report Service very soon after its publishing and stays there at the moment of writing this 
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thesis. In addition to that collected data also showed growth of popularity of related re-

ports showing more detailed data about areas of this report. This knowledge ensured that 

expectation of usefulness of the report formed within pilot project was met. Also, there 

was a lot of customer feedback about this published report. Most of feedback contained 

gratitude about report informativeness and suggestions for further development. Many of 

suggestions were close to planned features which were not implemented during first itera-

tion of the project. This was very inspiring as it gave organization’s management confi-

dence about project successfulness and correctness of future development plan. 

6.2.2 Perspective of Internal Customer Group 

Internal customer group consisted of target organization’s management and owners. The 

outcome of first pilot project from their perspective was not product-customer relation. 

They were curious about knowledge that could be gained from outcome of second pilot 

project. Actual outcome was not a single report but rather processed data which can be 

queried to form different reports based on needs. Sample report was highlighting most 

used resources of web site and showed resources which were used rarely or not used at 

all. Without data processing automation this sample record could not be made. Organiza-

tion’s management was impressed by sample report and become more interested in gain-

ing more knowledge from data which can be processed using similar approach. They sug-

gested multiple new projects based on processed data. Also, organization’s management 

suggested some new projects for processing other data using similar tools as were used 

in this pilot project. Overall, organization’s management gave positive feedback about pilot 

project outcome and was enthusiastic about its further development. 

6.3 Perspective of Business Owners 

In the end of chapter 3.1. of this thesis are listed job titles of possible Data Governance 

participants. This list contains over forty different job titles and business owners were wor-

ried about possibilities to cover all Data Governance areas by a team that is many times 

smaller than that. Originally introduced in Table 4 list of most involved specialists consists 

only of three most involved participants data modeler, data architect and data steward 

plus several analysts covering all Data Governance areas. This approach showed its suc-

cessfulness during pilot projects. It helped to divide areas of responsibility between pilot 

projects team members and request for additional help from specialists when needed. 

This gave business owners conclusion that Data Governance approach can be used 

within target organization regardless of lack of human resources compared to original list. 

 



 

 

50 

One of key factors interesting for business owners is ROI (return on investments) index. It 

is measured by comparing investments in project with income produced by results of the 

project. Actual ROI index for pilot projects was not calculated because neither of pilot pro-

ject produce income which can be reliably separated from other target’s organization in-

come. However, implementation and support costs of both projects compared to gained 

results gave assumption that even ROI cannot be precisely calculated, actual value cre-

ated was worth all investments. Implementation costs consisted only of human resources 

as there was no infrastructure investments. CEO together with CTO made everything pos-

sible so other organization’s projects implementation is no affected by neither affect this 

pilot project. Support cost of first project is close to zero as new data processing is fully 

automated and it is using same resources that organization had before the project. Sup-

port costs of second pilot project were hard to calculate before implementation because 

the project uses Azure Cloud Services with pay-per-use payment model. Surprisingly, 

they stayed as low as 1-2 Euro per month, depending on amount of data to be processed. 

Compared to value produced by both projects the investments were extremely low and 

the projects can be described as very successful also from ROI perspective.  

6.4 Summarizing all above 

Both pilot projects were educational for software development team and gave a lot of new 

experience in Data Governance and possibilities to handle Big Data. Team formed during 

this project was satisfied with the results of their job and willing to adopt same techniques 

and work models in another projects. External and internal customers gave positive feed-

back on projects outcome and were interested in further development of these projects. 

They even suggested their vision of new features which was in line with planned develop-

ment of the projects. Business owners were satisfied with work of software development 

team and project budget. CEO promised further support for both of projects. Summarizing 

all these perspectives results in awareness of total successfulness of proof-of-concept.  
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7 Conclusion and Further Development 

This chapter draws the bottom line for this research. First is shown customer value which 

was created during proof-of-concept phase. It ensures that this research had practical 

value for target organization. After that used methodology is reviewed in terms of suitabil-

ity for described case and possible similar cases. It combines theoretical background with 

practical experience into framework which can be used for similar cases. Also, it analyses 

possibilities of Big Data and modern tools for manipulating with it. Finally, this chapter de-

scribes suggestions for further development within target organization and other possibili-

ties to exploit knowledge gained during this research. 

7.1 Created Customer Value 

During the Proof-of-Concept phase there was two different pilot projects testing different 

tools for data processing and visualization. Both pilot projects were successfully finished, 

and they resulted in creating valuable outcome for target customer. As there were two pi-

lot projects, their created value will be discussed separately. 

7.1.1 Created Customer Value of First Pilot Project 

First pilot project resulted in report available for target organization’s customers as a part 

of Owner Reporting Service. This new report was named “Service level quality meters” 

and its main purpose is to show real estate managers and real estate owners all most in-

teresting activities from their real estate objects. Figure 8 shows sample report from Ser-

vice level quality meters. Actual data from existing buildings were used for this figure and 

names and addresses are overpainted with black color for privacy reasons. 
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Figure 8. Sample of created value of first pilot project 

 

The report consists of seven areas grouped by subject of interest: daily maintenance; sat-

isfaction percentage; satisfaction average; preliminary maintenance; quality and audit; 

costs and long-term maintenance; reaction and response times. Each of area consists of 

multiple meters. The meters can be switched off from chart to narrow focus only to inter-

esting meters. The report is available for portfolio of real estate objects and for single ob-

ject. If portfolio level report is selected, objects within the portfolio can be compared be-

tween each other by any meter within any area. Objects within portfolio can also be fil-

tered by location, postal code, name, address or maintenance company. This simplifies 

focusing on interesting objects data without need to create new portfolio of objects. From 
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portfolio level it is easy to switch to another portfolio or navigate into single object for div-

ing deeper into processed data. 

 

Additionally, three report from processed data were brought to main pages of Owner Re-

port Service portfolio and object level. Figure 9 shows sample of main page with three 

charts based on Service level quality meters on top of the page. 

 

 

Figure 9. Main page of portfolio level Owner Report Service with charts 

 

These charts are also clickable, and they navigate to related report in Service level quality 

meters. These three charts are showing data, which were reported by organizations cus-

tomers as the most valuable as it allows to see possible issues in day-to-day activities. 

 

Service quality report became one of top 10 most used reports of Owner Report Service 

and according to usage statistic its popularity keeps growing. In addition to that portfolio 

level main page, where three charts from the report are shown, nearly doubled page view 

counts within a week after Service quality report was published to customers. Some of 

customers also gave positive feedback for this newly created report and suggested new 

features for further development of the project. All these tells that actual value for target 

customers were created successfully. 

7.1.2 Created Customer Value of Second Pilot Project 

Customer of second pilot project was target organization’s own management. The main 

reason for this project was to create knowledge about most used resources of target or-
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ganization service and resources which were rarely used or not used at all. The project re-

sulted in complex data processing job which calculates daily requests, combines them 

with all list of all available resources and stores calculated data in format which can be 

easily queried into table or chart reports. Figure 10 shows sample chart report which can 

be formed from processed data. It highlights most used resources and shows usage sta-

tistic by week for each of them. Actual resource names are overpainted with black color 

for target organization’s confidential reasons. 

 

 

Figure 10. Most used resources grouped by week 

 

Another sample report is shown in Figure 11. It lists resources which were not used since 

data processing was started. Here actual resource names are also overpainted with black 

color for target organization’s confidential reasons. Figure 11 also shows how simple is 

querying of processed data. 
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Figure 11. Resources without usage during data collection timespan 

 

Both reports and any kind of other reports based on processed data can be pinned to Az-

ure Portal Dashboard. Azure Portal Dashboard can be shared within target organization 

and using Auto refresh feature of dashboard it always shows up to date data. Reports can 

be also automatically sent via email to predefined audience, which makes it easy to catch 

up most interesting data in a very user-friendly way. 

 

Target organization’s management was impressed by demonstration of sample reports 

from processed data. CTO planned multiple new projects based on knowledge gained 

from processed data were CEO was interested in processing other data available for or-

ganization using same approach. Both were satisfied with outcome of pilot project and 

confirmed that it produces useful value for target organization. 

7.2 Review of Used Methodology 

During case study DAMA International’s Data Management Framework was used as theo-

retical framework guiding planning and implementation of actual projects. Data which 

needed to be processed had signs of 5Vs of Big Data and suitable tools were brought into 

use. Importance of successful pilot project was acknowledged because Both Data Man-

agement Framework and Big Data were new for all participants. Below used methodology 

and its appearance in pilot projects is shown explicitly. 
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7.2.1 Data Management Framework 

Data Governance was not new topic within target organization and there were existing 

data governance practices prior current research. During current research DAMA Interna-

tional’s Data Management Framework was introduced to software development team and 

it was applied in proof-of-concept phase. It brought new viewpoint to data handling and 

software development in total. 

 

Both pilot projects shared similar planning and implementation phases. They started from 

writing out desired result and collecting possible data sources. After that was turn to plan 

ETL (Extract Transform Load) process. These phases are tightly couped with each other 

because Transform phase is highly dependent on Load phase as data needs to be trans-

formed to format most suitable for data loading. Extract phase in its turn is highly depend-

ent on Transform phase as data must be extracted to the place and in format suitable for 

data transformation. Different areas of Data Management Framework took place during 

planning and implementation phases differently and below their effect in pilot projects are 

described in detail. 

 

Data Architecture was in key role in both pilot projects in their all stages. Existing data 

architecture helped to discover available data sources, group them by subject and find 

data sources suitable for Extract phase of ETL. Planning ETL process itself required also 

planning of its data architecture because new ETL process creates new data flows. When 

projects were finished, their data architecture was added to Enterprise Data Architecture. 

This made newly generated data flows available for possible future projects. 

 

Data Modelling and Design was also in very important role in both pilot projects in their 

all stages. Existing data models simplified limiting available data sources to only required 

ones and find relations between them. During Extract and Transform phases of ETL rela-

tions between data sources and knowledge how they can be merged was a key to suc-

cess. Second pilot project required new Reference Data and produced new extracted data 

each requiring its own data model. Both pilot projects also produced new data in Trans-

form phase so to accomplish this phase new data models were designed. 

 

Metadata management took place in exactly same phases as Data Modelling and Design 

adding descriptive information about data. Metadata kept up to date helped to discover 

data sources and estimate their suitability and accuracy The only difference was that 

when new data models for new data were created prior to actual existence of new data, 

Metadata was written out after newly created data was validated. 
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Reference and Master Data was most important in Extract phase and preparation for 

Transform phase of ETL. It added clearance to these phases separating continuously 

changing Master Data from nearly static Reference Data. In first pilot project Master Data 

consisted of all data sources required for desired result where the list of collected metrics 

played role of Reference Data. In second pilot project Master Data was real-time logs from 

web application and Reference Data was formed from all available resources within the 

web application. 

 

Data Storage and Operations was in key role in all phases where new data was gener-

ated. For first pilot project it was Load phase of ETL where transformed data was loaded 

back to target organization’s database. For second pilot project it was Extract and Load 

phases. In Extract phase reference data was firstly saved locally and then sent to the 

same cloud service where Master Data was collected. In Load phase of second pilot pro-

ject transformed data was also stored in same cloud service. 

 

Data Integration and Interoperability was tightly couped with Data Architecture, Data 

Modelling and Design in all phases checking that data is available for integration. Also, it 

affected Data Storage and Operations by bringing clearance to possible locations of pro-

cessed data. Data Integration and Interoperability helped to ensure that data to be pro-

cessed can be integrated between each other and that processed data is available for fur-

ther operating. 

 

Data Warehousing and Business Intelligence took place in exactly same phases as 

Data Integration and Interoperability although it was not so visible. None of pilot projects 

required new data warehouses or data marts. Result of first pilot project enriched busi-

ness intelligence experience of target organization’s customers. Result of second pilot 

project enriched business intelligence experience of target organization’s management 

with possibility to broaden BI experience by creating new analyses on processed data. 

 

Document and Content Management was no introduced during pilot projects as none of 

them was manipulating nor producing any kind of documents. 

 

Data Security played very important role in all phases in both pilot projects. As both pro-

jects retrieved existing data and produced new data, importance of data security and data 

privacy was at very high priority level. In first pilot project Data Security was carried out by 

implementing ETL-process using target organization’s in-house environment, which is 

continuously validated to be secure by internal audits. Data privacy of first pilot project 
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was handled by putting projects results in same permission checking framework as other 

parts of Owner Report Service. Data Security and Data Privacy of second project was car-

ried out by placing whole ETL-process and project results into cloud service access to 

which is limited to authorized target organization’s personnel only. All activities and all 

handled data were continuously audited by target organization’s DPO (Data Protection Of-

ficer) to comply with governance regulations and target organization’s security and privacy 

policy. 

 

Data Quality was mostly visible during Extract and Transform phases of both pilot pro-

jects. First data to be extracted was validated to be high-quality data because it would be 

close to impossible to gain new knowledge from poor quality data. During Transform 

phases all processes which could be automatically tested to produce correct data were 

automatically tested on sample data. These processes which could not be automatically 

tested were audited by multiple specialists to ensure correctness of these processes. 

7.2.2 Big Data 

Big Data adds complexity to data processing and processing Big Data into information 

could be a challenge for small-sized organization or a team without previous experience in 

that area. Traditionally, Big Data is considered as something that is hard to manipulate 

with or something that requires expensive environment to deal with it. Learning gap and 

big investments could be reasons for lagging in technology utilizing. During case study 

both assumptions were refuted.  

 

Cloud based tools for Big Data processing are evolving rapidly. They have user-friendly 

user interface and allow to build data processing solutions in just few clicks at its best. 

Ready to use blocks provide versatile options for retrieving, processing and delivering pro-

cessed data. They hide most of technical setting making it easy to focus only on data pro-

cessing leaving connections between blocks to be handled automatically in background. 

In cases were some data processing activities require complex logical operations and 

could not be accomplished using built-in tools, modern cloud platforms allow to write your 

own data processing blocks using any of most popular modern programming language. 

These custom blocks can be connected with other blocks within cloud solution or used as 

standalone tiny apps splitting data processing or any other repetitive task into pieces small 

enough for handling and testing. Cloud based tools also provide wide assortment of con-

nections for retrieving and delivering data. These connections support all data storage op-

tions within cloud ecosystem and various options for interact with external data storage 

options. If existing connection options are not enough, modern cloud-based tools allow to 

create your own custom connections, expanding possibilities of these tools even more. 
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When it comes to the investment comparison, modern cloud-based tools are very compet-

itive choice. Solutions built using them are handled as self hosted apps which means that 

they don’t need physical nor even virtual environment setup. Creator of Big Data solution 

don’t need to worry about operating systems, network rules, memory allocation etc. as-

pects which are important when building traditional physical or virtual solution environ-

ment. This lowers investments in environment and reduces amount of required support 

functions making possible to create and maintain Big Data solutions using very limited 

monetary and human resources. In addition to that, cloud-based solutions are charged for 

actual usage only. That means that there are no costs for any standby time, which is com-

mon when speaking about traditional physical or virtual servers. If data processing solu-

tion is not running continuously but is triggered by an action or schedule, pay-per-usage 

model can be notably cheaper than other alternatives. 

 

Every time speaking about Big Data, cloud environments or their combination data secu-

rity and data privacy issues arise. Governance regulations and enterprise data security 

policies could add limitations on processing data in the cloud. These regulations and poli-

cies are obligatory and must be carried out during all phases of Big Data solution develop-

ment. Fortunately, modern cloud-based environment providers offer possibilities to build 

solutions in a manner where all data security and data privacy obligations are met.  

 

As a conclusion it could be admitted that modern cloud-based tools make Big Data pro-

cessing possible without deep knowledge in this area, in cost efficient way and with re-

spect to data security. 

7.2.3 Big Data Governance in small-sized organization 

Each sub area of Data Management Framework consists of multiple activities each having 

different list of possible participants. Because of small size of target organization Data 

Management Framework areas were grouped by most involved participants. They were 

reduced to data architect, data modeller, data steward and several analysts. Case study 

showed, that in situations, where available human resources are strictly limited by size of 

organization, this short list of participants covers all areas of Data Management Frame-

work. Furthermore, case study showed, that roles of data architect and data modeller are 

so tightly couped that in special conditions same person could possibly act as both roles. 

Data steward role showed to be so important that it could not be removed nor replaced by 

any other involved specialist. Analysts were involved only in situations where their 

knowledge, finesse or authority were necessary for projects development. 

 



 

 

60 

Due to its nature Big Data makes data governance even more big challenge. However, 

case study showed that Data Management Framework is applicable also in environments 

where data to be processed has features of Big Data. During planning and implementation 

phases of both projects of current case study highlighted multiple similarities although 

technical solutions for the projects were different. This observation evolved insight that 

these similarities combined with theoretical Data Management Framework could form 

practical model for developing data processing solutions caring for all data management 

activities. Figure 12 shows framework which is applicable to the both projects of case 

study. 

 

 

Figure 12. Data Governance Framework for Data Processing 

 

Data Governance Framework for Data Processing extends ETL (Extract Transform Load) 

process with new step Investigation. This step is initial for any data processing project be-

cause no data extraction can be started without previous investigation on existing data 

and possible sources for new data. ETL process with preparation for it seems to be key 

process for a project which purpose is to create insights from existing data. Arrow back 

from Loading phase to Investigation phase describes that this process is continuous and 

iterative. Each time new insights are gained from data new round of this process can be 

started to process these insights furthermore. 
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As can be seen in Figure 12, original areas of Data Management Framework were also 

adjusted based on pilot projects of case study. Data Modelling and Design area was 

merged with Metadata area into common Data Modelling and Metadata. Although Data 

Modelling and Metadata are different areas with their own targets, during the case study 

was shown, that they both can and should be accomplished at the stage when new data is 

created to describe that data. Data Warehousing and Business Intelligence was split into 

separated areas as it was shown that Business Intelligence can be accomplished without 

Data Warehousing. Data Warehousing was not introduced during case study as there was 

no need for new data warehouses. Possibly activities under Data Warehousing could be 

covered by combination of Data Architecture, Data Storage and Operations, Data Integra-

tion and Interoperability, Data Security and Privacy. Document and Content Management 

was not introduced during case study and therefore it is not present in Figure 12. Possibly 

its activities take place in Investigation, Extraction and Loading phases of Data Govern-

ance Framework for Data Processing. Data Security was extended by Data Privacy. Sec-

ond one misses from titles of original Data Management Framework, but it is described as 

one of activities within Data Security area. Data Privacy is very important part of Data 

Governance. Modern governance regulations about human data privacy all around the 

World just establish this importance. Therefore, Data Privacy was brought to the titles of 

Data Governance Framework for Data Processing. 

7.3 Suggestions for Further Development 

Target organization has clear vision for further development of the projects which were 

launched during case study. Based on new insights and feedback from customers both 

projects will keep evolving and generating new insights from processed data. Another 

area where target organization could exploit this case study is bringing experience of Data 

Governance and Big Data into other projects. This could be done by sharing experience of 

team involved in case study in organizational meetings and by involving new organiza-

tion’s personnel into projects with elements of Data Governance and Big Data. Target or-

ganization’s management is very interested in continuous improvement of Data Govern-

ance policies and new possibilities of Big Data. 

 

Data Governance Framework for Data Processing provided in Figure 12 is formed based 

only on two projects it could not be treated as final framework and ready to use guideline. 

It needs to be tested on multiple projects and possibly adjusted to gain its final form. This 

framework could be possibly used for new iterations of case study projects and for other 

projects within target organization. Also, this framework needs to be tested on other small 

sized organizations by other teams to be validated as working guide for Data Manage-

ment. Because neither of projects within case study contained Document and Content 
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Management, framework need to be tested on projects which includes this area of Data 

Management to enrich the framework by it. Data, its forms, regulations about it, tools for 

data processing and everything other related to it is changing continuously, so Data Gov-

ernance Framework for Data Processing needs to be continuously improved to reflect up-

to-date state of Data Governance. 
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Discussion 

Research Questions Results and New Research Questions 

The main objective of this thesis was to test possibility of creating value from Big Data us-

ing Data Governance approach by small team within small-sized organization. Original re-

search questions were: 

− Can small-sized organization create value from Big Data without previous experi-
ence in that area? 

− Can Big Data Governance be handled with respect in situations, where human re-
sources are strictly limited? 

  

The short answer is “yes and yes”. Longer answer question by question is described be-

low. After it other findings are discussed and new research questions are presented. 

 

Big Data is a huge topic which is still surrounded with hype and assumptions of complex-

ity. During case study it was proved that modern cloud-based tools for Big Data pro-

cessing have very user-friendly interface and allow to create Big Data processing solu-

tions even without deep knowledge in technical aspects of Big Data processing. This 

lower learning gap and technical skills requirements. Solutions made by these cloud-

based tools don’t need physical or virtual computer environment installations and are 

charged per usage. This lower required installation investments and support costs and 

makes processing of Big Data available for any size of organization. Actual support costs 

of Big Data processing in case study projects was as low as a cup of coffee per month. 

 

Big Data Management is a multidimensional discipline each sub-area of which consists of 

multiple activities and therefore involves a lot of possible participants. During case study 

was shown that this topic can be handled by cooperation of Data Architect and Data Stew-

ard who involve other specialists in cases where their own knowledge is not enough. To 

make it possible support from organization’s management is required. Because Data 

Management is more about organizational global practices than about technical side of its 

activities, it is very important that everybody within target organization is aware of Data 

Management policies. Data Management should not be a single time task nor even re-

peated task but rather a guidance for any processes which contains any kind of data. 

 

Theoretical framework described in chapter 3 did not provide ready to use guide for Big 

Data Governance practices for small-sized organizations. However, after case study 

based on accomplished projects Data Governance Framework for Data Processing was 

formed and provided in Figure 12 in chapter 7. Despite technical difference and different 

target customer of the projects, there were similarities in development phases and Data 
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Management activities within these phases. Although this new framework is not tested 

more broadly it could be used as a data management guide for other data processing pro-

jects. 

 

One of topic for new research could be comparison of providers of Big Data processing 

tools and environments. During current case study only one set of tools from one of most 

popular Big Data cloud-solution providers was tested. It makes impossible to form any as-

sumptions about its pros and cons compared to other cloud-solution providers or to in-

house hosted Big Data environment. This comparison based on practical solution could 

be very useful in many cases. 

 

Freshly formed Data Governance Framework for Data Processing needs to be tested and 

validated by other projects and within other organizations. Possibilities to use same frame-

work in medium-sized and big organizations can also be evaluated. Wider research about 

correctness of this framework could adjust it to the form of ready to use guide for data pro-

cessing projects. This guide can be very useful for focusing on most important areas of 

Data Management at any stage of data processing project.  

Personal evaluating 

This case study was very valuable experience which made me to learn a lot of new things. 

First of all, Data Governance itself was quite new topic to me. Before this thesis I was in-

volved in multiple activities related to Data Governance, but I was not aware about their 

deeper relations and didn’t have clear picture about all activities which are part of Data 

Governance. This thesis cleared Data Governance activities, their relations between each 

other and showed practical implementation of them. Also processing of Big Data was 

purely new experience for me. Before writing this thesis, I read a lot about Big Data and 

had some basic knowledge about its theoretical side and close to no knowledge about Big 

Data processing options and tools. During this thesis I became aware about wide range of 

tools for Big Data processing available. Furthermore, I tested one of these tools and con-

firmed that it is simple to use even without previous experience in Big Data. Due to nature 

of this thesis I managed to accomplish two pilot projects during it. This made possible to 

find similarities between them and form base for new framework which possibly could be 

used widely for taking care of all areas of Data Management. 
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Appendices 

Appendix 1. Screenshots of Implementation Phase (confidential)  
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Appendix 2. List of desired features of first pilot project (confidential) 
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Appendix 3. List of implemented features of first pilot project (confidential) 
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