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Cloud security is a diverse challenge and the main reason is the loss of control of the 

infrastructure provisioning and visibility of the underlying virtual network. These cloud 

computing properties make cloud security and governance more challenging. 

 

This thesis discusses many security and governance solutions and categorizes them either 

security or governance related issues. Existing processes that rely on manual operations 

are not efficient enough because the infrastructure is expandable in minutes (in relation to 

human resources). How security and audit processes can be deployed on such an agile 

infrastructure? How does security and governance can be monitored at scale? How does 

one not compromise agility and security at scale? How to provide security assurance to top 

management while following agile methodology. 

 

This thesis discusses security and governance importance, implementation, automation at 

scale, enforcing and testing. AWS multi-account environment strategy was implemented to 

achieve security at scale. Centralizing security and logging enable security and audit teams 

to manage and view all resources by a central dashboard. Automation tools were deployed 

on each provisioned account to send logs, audit trails, resource inventory details to central 

service accounts for central management. 

 

The results strongly indicate that security automation is a key component of cloud security 

and cloud security can be achieved at scale without compromising agility. 
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1 Introduction 

 

One of the most difficult challenges identified with cloud computing revolves around the 

security and compliance issues related to it. This isn't unexpected because when moving 

an organization's key applications, their IT foundation or their corporate and client data 

to either an internal or external cloud supplier has risks. For an IT security official, these 

risks to the business are a significant and needs to be thought thoroughly when starting 

to use a cloud service provider.  

 

CIA triad describes the security and its characteristic in a detailed manner. The acronym 

“CIA” stands for three crucial components: confidentiality, integrity and availability. 

Analysis of these components in a system shows how secure is that system.[1] 

• Confidentiality: To protect information from unauthorized personals/systems, 

many security protocols uses this approach to protect data. 

• Integrity: It assures data consistency and accuracy over its entire lifecycle. 

• Availability: It assures that a resource is obtainable and ready for use on the 

request from authorized systems/users. 

 

To achieve security goals proper governance should be in place. Cloud governance can 

increase predictability and reduce uncertainty of security operations, structure to 

optimize the allocation of resources, assurance of security policy compliance, 

accountability for safeguarding information, level of assurance that critical decisions are 

not based on faulty information and foundation for effective risk management.[2] 

 

Security risks are increased when an organization has huge cloud infrastructure used by 

many discrete teams following agile methods. It is impossible to implement proper cloud 

security and governance by using the processes and tools established for on-prem 

environment.  

 

This research was done for a case company. This company is providing different 

software solutions to their customers. According to the software, their cloud operations 

team needs to provision different infrastructures. Most of the provisioning and governing 

processes were manual and because of that it was big hurdle for their development team 

to be more productive and agile. The operations team is also responsible for managing 
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and securing other customer environments. Their operations team has policies and 

processes in place but because of improper policies and lack of automation it was not 

really effective. 

 

This project explains and highlights the key security and governance issues 

encompassing to cloud adoption and gives detailed supportive knowledge into how they 

can be tended to. The objective is to find out security and governance activities and 

insurances that will help the organization to deploy security and governance in their cloud 

environment. 

 

In particular, this research answers the following questions: 

 

• Why current security governance processes and tools are not effective? 

• How to achieve central management of AWS environment? 

• What security processes can be automated? 

• How to implement security at scale? 

  

1.1 Research Methodology 

 

To accomplish the objectives of this research, various strategies and procedures were 

used. An exploratory approach was used to solve the challenges and addressing 

objectives of this research. This approach was used to investigate the problems which 

were not clearly defined.[3] 

 

This thesis is written based on research papers, literature review, feasibility review of 

existing security and governance tools, processes, design principles, customization of 

available tools, new tools introduced, security best practices and shared responsibility 

model. This research describes cloud security and governance challenges, customized 

solution, enforcement of security and privacy policies, solutions to be compliant with 

organization. 

 

Figure 1 below illustrates the research process used in this study. First, existing policies 

were reviewed to understand the current level of security and governance. A number of 

interviews had been scheduled with security and operation team leads to understand the 

challenges they were facing. After the interviews, a clear view of security, governance 
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and AWS central management challenges were identified. New multi-account structure, 

policies, processes, automation scripts and service accounts were created according to 

AWS best practices. AWS native security and governance tools were configured to 

achieve security and governance automation and control and restrict special 

infrastructure provisioning without approval. 

 

 

Figure 1. The research process used in this study  
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The main contributions of this thesis are: 

1) Proposing categorization of cloud security and governance issues 

2) Identifying the security and governance problems encountered by the cloud security 

team and how to automate remediation.  

3) Implementing the best security and governance solution which fulfils the organization 

requirements without any security risks while teams are utilizing AWS services. 

 

1.2 Thesis Structure 

 

Section 1 describes the research problem, the objectives of the study, and research 

methodology. Section 2 describes an overview of cloud computing, cloud models and 

AWS cloud services. Section 3 describes and provides further insights of cloud security 

and governance issues. Section 4 presents current cloud environment setup and 

assessment of cloud security and governance. Section 5 describes the architected 

solution for the AWS cloud environment.  Section 6 shows the implementation of the 

architected solution. Section 7 shows the results and last section concludes this 

research. 
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2 Cloud Computing 

 

Cloud computing is providing different on-demand different services through internet 

especially compute and data services. These services can be used easily without any 

interaction with a cloud provider. A cloud customer can provision and release resources 

within minutes. [5] 

 

National Institute of Standards and Technology (NIST) has defined five essential 

characteristics that comprise cloud computing.[4] 

 

1. On-demand self-service: A consumer can provision cloud services without 

requiring service provider administrator to fulfil the request such as provisioning 

the server, data storage etc. 

 

2. Network access: Cloud services hinge on internet infrastructure and accessed 

through standard mechanisms by using cloud providers API’s or web. 

 

3. Resource pooling: Cloud service provider resources are pooled and used by 

multiple customers using a multi-tenant model. These physical and virtual 

isolated resources are assigned to different customers according to their 

demand.  

 

4. Rapid elasticity: Cloud service provider resources rapidly scale-in and scale-out 

according to consumer demands. In some cases, these are configured to scale 

in and scale out automatically. 

 

5. Measured service: Cloud providers also provide the tool to automatically control 

and optimize resource use by processing metrics of cloud resources (e.g. 

compute, storage, bandwidth and active user accounts). 

 

2.1 Cloud Deployment Models 

There are four cloud deployment models as shown in the Figure 2. Each of these models 

has different attributes and implications for the end users.[5] 
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Figure 2. Cloud Computing Models [5] 
 

Public Cloud 

Public cloud is widely used cloud model and generally people have a picture in their mind 

for cloud computing. In public cloud, a cloud provider services such as compute, storage 

and other services are available all end users, companies and governments. 

 

Private Cloud 

Private cloud is a dedicated cloud environment to a specific customer and it is not shared 

with any other organization. It may be managed by the organization or a third party and 

may exist on-premise or off-premise. This model allows IT groups to be more responsive 

to their own company’s needs by provisioning servers and applications much more 

quickly than the traditional method.  
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Hybrid Cloud 

Hybrid cloud combines more than one cloud deployment models. Hybrid Clouds could 

be used, for example, to augment a private Cloud with public Cloud resources to handle 

severe workload fluctuations. One challenge is with the transmittal of data to the public 

Cloud in the case of excessive services demands. 

 

Community Cloud 

Community cloud shares cloud resources with a limited number of organization or 

employees. This model allows for customers to work together to leverage a common 

solution – an option that has appeal when a public cloud would not support the 

requirements of a few select customers. 

 

2.2 Cloud Service Models 

Cloud computing has three service models as shown in the figure below. 

 

Figure 3. Cloud Services Models  
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Infrastructure as a Service (IaaS) 

Infrastructure as a Service provides storage, compute, host provisioning, load balancing, 

public and private connectivity over the network. These common IaaS services provides 

a way for organizations to replace their data center hardware needs. Additionally, all of 

the infrastructure and dependencies for these services are also provided.[7] 

 

Platform as a Service (PaaS) 

PaaS provides a platform to run specific platform applications. Different PaaS providers 

support different technology stacks. In PaaS, it is service providers responsibility to 

manage operating system and middleware for customer.[7] 

 

Software as a Service (SaaS) 

In SaaS model, an application is delivered as a service to customers. The customer 

needs to configure the application according to their requirement and manage users. The 

service provider handles application servers, application updates, deployments and 

other things related to delivery of the service. Figure 3 shows that in SaaS model 

consumer does not need to manage anything. 

2.3 Amazon Web Services 

Amazon Web Services is an extensive, evolving and advanced cloud platform by 

Amazon. It includes a combination of PaaS, IaaS and SaaS offerings. The followings are 

five areas of security best practices in the cloud: 

 

1) Identity Access Management 

IAM is a key part of an information security program, ensuring that only authenticated, 

authorized and allowed users are able to access specified resources. AWS IAM 

service is primarily managing all privileges which allows one to control programmatic 

access, temporary access, IAM roles and users. [8] 

 

2) Detective Controls 

Detective controls are used to detect a security threat or incident. AWS native 

detective controls can be used to detect potential threat and also do action based on 

threat type such as auto-remediation, alarms etc. Detective tools process event, data 

and audit logs to detect threats. [9] 

 

3) Infrastructure Protection 
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It is a key part of information security system. Infrastructure protection assure that all 

systems and services are protected against unauthorized and unauthenticated 

access and other potential vulnerabilities. Control methodologies such as security-

in-depth are critical for successful implementation of infrastructure security. [9] 

 

4) Data Protection 

AWS provides multiple ways to protect data, encrypting data at rest and in transit. 

AWS services make sure that it is easier to encrypt critical data. [9] 

 

5) Incident Response 

AWS provides many tools to react quickly for different incidents automatically. 

Actions can be detective and preventive as well. 

2.4 Obstacles Preventing Cloud Adoption 

The following are the most common obstacles preventing cloud adoption: 

 

1) Security and privacy challenges 

The security and privacy challenges are serious concerns for most of the 

organizations. Cloud environments are multi-domain environments in which each 

domain security policies can be different. One organization can consider the security 

challenges as hurdle to move to the cloud even though there are many security and 

privacy solutions which can assure the security and privacy of their data.[1] 

 

2) Internal Resistance 

Cloud can reduce the number of administration tasks by automation and managed 

services by cloud provider. Subsequently, it can help employees to work more on the 

actual development. Therefore, it may result in a significant reduction in the size of 

the IT department staff [2]. Hence, the specialists in IT unit may see cloud adoption 

as a threat. Such individuals may be afraid of learning cloud technologies or losing 

their jobs. 

 

3) Integration and interoperability 

The industry lacks standards for different API’s and cloud integration, interoperability 

standards, and associated other standards that allow interoperability of private to 

onprem cloud, public to private clouds, and so on [4]. 
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4) Reliability and trust 

Cloud is very reliable now a days, but cloud outages experienced in past from giant 

providers such as Google and Amazon were happened, and some organizations are 

concerned for that outage. This discouraged some organizations who were planning 

to migrate to the cloud. Cloud adoption is a trust based model where lack of trust 

inhibits its adoption. [11] 

 

5) Governance, SLA and QoS 

Governance of cloud environment is a challenge because cloud resources can be 

provisioned in minutes and if proper governance policies are not configured it could 

be impossible to find the ghost servers running in the environment. Cloud providers 

have their own SLA’s which could be higher than one’s expectation.  

2.5 Cloud Performance and Cost Factor 

 

The advantages of cloud computing and analysis of the performance and cost factors 

are described below. 

 

1) Security 

Cloud computing provides secure environments by implementing security standards, 

providing cloud native tools to manage security and privacy. Cloud providers are very 

strict regarding their security because of their trust model.[4] 

 

2) Network bandwidth 

Network load or network outage can affect the performance of the cloud services for 

such a time until the issue is resolved. 

 

3) Service level agreement 

A service level agreement (SLA) is a contractual agreement between a cloud 

provider and a consumer. It describes all the terms for using the services such as 

service requests, service quotas, penalty, fees, etc. [5] 

 

4) Data recovery 

In case of a disaster, data recovery from replica or the latest backup requires timeline 

and it can affect the performance of the system.[6] 
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5) Number of users 

Concurrent users of the cloud services can affect the performance of the service if it 

exceeds the service capacity. [5] 

 

6) Fault tolerance 

Cloud environments architecture are usually fault tolerance which means that the 

design enables a system to continue its intended operation, possibly at a reduced 

level, rather than failing completely. [10] 

 

7) Other factors 

There are also other factors that can affect cloud performance such as latency, 

network bandwidth, redundancy and compute processing provisioning. [10] 
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3 Cloud Security and Governance 

This chapter will explain briefly most concerns of cloud security and governance. 

3.1 Cloud Security Concerns 

Since the beginning of the cloud computing era in the past decade, the search for 

convincing evaluation of cloud-specific risks and security vulnerabilities has occupied IT 

analysts and continues today [12]. Cloud computing benefits have been vigorously 

marketed. 

 

Concerns over security, privacy and governance are also the most commonly cited 

factors [14]. When one considers moving to the Cloud, the first thing most enterprises 

concern about is how their data will be protected, whether their applications will be 

protected from unauthorized access and how they can enforce compliance with key 

security regulations [1]. 

 

In particular, they recognized management and contractual issues as strikingly important 

for cloud computing and put considerable emphasis on them. In short, the most important 

risks they identified were [13]: 

 

• Data protection 

• Compliance risk 

• Loss of governance 

• Isolation failure 

• Lock-in 

• Management interface compromise 

• Insecure data deletion 

• Malicious insider 

 

This list blends client-side and Cloud provider side risks, yet it is especially fascinating in 

light of the fact that three out of the eight dangers are not technical and generally and 

mostly based on contractual agreements and governance of information systems (i.e., 

loss of governance, lock-in, compliance) one is identified with the high repetition and 

dynamical migration of data in distributed computing  (i.e., insecure or incomplete data 

deletion), the others are so for the most generic threats not so much explicit to cloud 

computing. It is likewise fascinating to take a gander at the list of less significant risks 
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referenced by ENISA, the European Union Agency for Cybersecurity. A considerable lot 

of them are not cloud-specific risks, like those from data in transit on the net or distributed 

denial of service (DDoS), but some are cleverly cloud-specific: Loss of business 

reputation due to cotenant activities sounds awkward somehow. Cloud security can be 

categorized in these five domains: 

 

 

     Figure 4. Cloud Security Domains 

 
1) Information security: It is defined as a set of policies, tools, processes and controls to 

prevent, information system, data, document and other threats to information. [1] 

 

2) Identity security: It is defined as an approach to secure the user or system that is used 

to authenticate and authorize the identities to access the secure resources. [1] 

 

3) Infrastructure security: It is at the root of the entire organization security plan. It 

protects the critical business applications. To be able to check the business criteria 

that the underlying infrastructure is protected is completely necessary for an 

organization. 

 

4) Software security: Although there is a wide variety of efforts in the development of 

software in terms of complexity and difficulty, they all need security assurances. Since 

there is no such principle as complete protection guaranteed, the goals are to build 

stable software with carefully built protection in it, not an afterthought add-on 

capability. [2] 

 

5) Network security: Network security is any activity designed to protect the usability and 

integrity of your network and data. It is a core cloud computing requirement. It targets 
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a variety of threats. It involves taking preventive physical and software measures to 

protect the underlying networking from unauthorized access. [2] 

 

3.2 Cloud Governance Concerns 

Cloud governance requires policy-making and the implementation of an organizational 

structure with well-defined responsibilities for IT management, business processes, and 

applications, as these elements are moved out from the traditional IT environment to the 

cloud [2]. Governance is not a one-size-fits-all proposition, the structure and scale must 

take into account the complexity, the company culture, complexity and priorities of the 

enterprise. Moving IT governance into the cloud makes effective governance more 

difficult. Customers have to accept service provider control over a number of important 

issues and business process. Without cloud governance in place to provide risk 

navigation guidance and to procure and operate cloud services effectively, an 

organisation might face these common problems [16]: 

 

• Stalled projects 

• Incomplete risk assessments 

• Misalignment with enterprise objectives 

• Compliance or regulatory penalties or failures 

• Frequent policy exception reviews 

• Budget overruns 

 

Cloud security and governance is mutual responsibility of the cloud provider and the 

cloud consumer as described in the following shared responsibility model. 
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   Figure 5. AWS shared responsibility model [20] 
 
AWS responsibility is to protect the infrastructure of AWS which runs all the cloud 

services. Specifically, it includes all the hardware, networks, physical data centre 

locations, software and services that runs on AWS cloud. Customer responsibility 

depends on the usage of cloud services and customer is responsible for configuring the 

services in a secure way.  
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4 Security and Governance Assessment 

 

This section describes the customer environment, architecture and setup before the 

implementation of this project. 

 

The enterprise has old legacy applications and new applications projects. The projects 

are using different software stacks and different technologies. Some applications which 

are currently deployed on AWS are cloud native applications. Some applications are also 

deployed on Microsoft Azure, but this research focuses only on AWS cloud. 

 

Individual and special projects can follow distinctive agile strategies and methodologies. 

Some applications are updated more often, and new versions are released to test newly 

added functionality which needs new testing environments according to the application. 

Others follow a progressively waterfall approach where their releases and updates are 

not that often. [14] The security team is responsible for security of all the applications 

and projects running in the company. 

 

Currently, AWS accounts are provisioned based on application/project needs. Project 

manager is responsible for cost control and management of the account. The security 

team is ordering new AWS account, configure security checks and deliver account to 

project manager. There is no central logging, cross account access, central monitoring, 

central governance and security automation responses in place.  

 

There security team was lacking the processes, policies and procedures to handle AWS 

accounts security and governance. Their security team members also mentioned that 

some resources and uselessly running in accounts which cause extra cost, time and 

security team resources to figure it out. 

 

Each AWS account has different requirement as required by the application and 

compliance requirements. The security team in managing and handling all the requests 

according to demands. Since there is no automation, central management of accounts 

and deployments, it was very difficult for security team to manage and govern multiple 

AWS accounts as they have other cloud provider accounts and on prem as well. The 

following figure is showing the AWS account structure before this project implementation. 
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Figure 6. AWS account architecture  

 
The figure above is describing the AWS account architecture. Some AWS accounts are 

connected to on-prem through VPN connection. Actually, these AWS accounts need to 

access on-prem servers for application dependencies but not all AWS accounts are 

connected with on-prem. As you can see, Same account is used for development and 

test environment which is not best practice as well. 
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5 Architecting Solution 

 

This section describes the proposed architecture of AWS accounts, security, and 

governance controls. It is also explaining, how cloud applications are deployed in AWS 

accounts, and how applications are secured and governed for compliance. 

 

5.1 AWS Multi-account Architecture 

A well-defined AWS account structure lets one create groups of AWS accounts with 

central policy management and consolidated billing. It is very important to have a proper 

AWS account structure for security, monitoring, costs and governance aspect. Currently, 

AWS organization structure was not in use and all AWS accounts were provisioned 

individually.  

 

A well-architected multiple account AWS environment is configured by leveraging AWS 

organization service that enables an enterprise to centrally manage and govern multiple 

accounts. The following are most used AWS organization features: 

• Control access and permissions 

AWS Organizations work with AWS Single Sign-On to enable access to accounts 

within your organization. By using Service Control Policies, access permissions can 

be controlled centrally across all organization accounts. 

• Auditing, monitoring and compliance 

By defining an organization-wide AWS CloudTrail trail to centrally log all actions 

performed across your environment and protect it from modification at the account 

level. AWS Organizations can use to centrally audit, monitor, and secure your AWS 

environment to ensure they are compliant with your corporate policies. 

• Share resources across accounts 

AWS services make it possible to centrally define critical resources and make them 

available to accounts across your organization. 

• Centrally manage costs and billing 

AWS Organizations consolidating billing feature can consolidate usage across all 

accounts in your organization into a single bill. 
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Figure 7. AWS Multi-account Structure [21] 
 

Above figure 7 describes AWS multi account architecture, core accounts are used to 

centralize AWS environment. These accounts are used by other AWS accounts to send 

log data, security notifications, network management and share services. 

 

5.2 Core and Project Accounts 

As one can see in the following Figure 8, different Organization Units (OU) are created 

and different Service Control Policies (SCP) are configured according to these 

organizational units’ policies. These policies are enforced on all accounts under these 

OU’s to enforce governance and compliance regulations on all of your AWS accounts. 

• Core Organization Unit 

Core OU contains the security audit and logging archive accounts. All CloudTrail and 

Config logs are being saved in logging account. Security account is a restricted 

account for security individuals to get a central aggregated view of accounts 

configuration and programmatic read and write access to all accounts in the 

organization. These accounts often are referred to as shared accounts. 

• Dev/Test Organization Unit 

Dev/Test OU contains all projects dev and test accounts. Specific SCP policies are 

defined for this OU which will help to governed and limit user actions in the accounts 

as defined in the policies.   

• Prod Organization Unit 
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Prod OU contains all projects production accounts. More strict access control and 

SCP policies are defined for this OU which will help to enforce governance and 

compliance regulations. 

 

      Figure 8. Multi-account governance 
 

An administrative boundary is implemented by using multiple account structure, it is 

describing how permissive or restrictive my policies are based on the account type such 

as Dev, Test and Prod accounts. Separating user permission within an account can be 

complicated and error prone sometimes. Using separate accounts is often the best 

option. Workload boundary are also defined not to peer various workloads together within 

dev, test and prod accounts, ensuring that ‘blast radius’ for a poorly behaved application 

is minimized. 

 

Segregating development and production environment in different virtual private 

networks (VPC’s) but in the same AWS account has many challenges as explained 

earlier. Creating separate accounts for different environment simplifies configuration 

management, governance and granular control.  

 

All projects development and production accounts were provisioned separately. 

Development accounts has less strict security policies and limitations of specific type of 
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instances usage to control cost. Data transfer between development and productions 

accounts were restricted. 

 

5.3 Security Consideration for AWS Cloud 

This section explains the security consideration for cloud adoption. Adopting the cloud 

brings with its new security issues. Organization data is stored on the cloud, in 

datacenters of cloud providers. Moving to the public cloud means that some of the 

security controls are not available in cloud provider environment. There might be other 

tools available for the same purpose but one must be aware of all security tools available 

for use. 

 

AWS cloud adoption strategy was based on risk assessment and project delivery: 

• New projects must consider to architect and deploy directly on the cloud. 

• Risk assessment also considered for sensitive projects which has the sensitive 

data and data storage and compliance limitations such as public sector 

regulations. Projects that has such compliance requirement of accessing data 

from certain locations were not targeted to migrate to cloud. 

• Internal development projects were moved to cloud to get benefits of cloud 

elasticity, services and fast provisioning of desired resources. 

• Couple of on-prem less critical application were also selected to move to cloud 

because it was not required such significant changes for cloud adoption. 

• Legacy applications were not moved to cloud because of application 

configurations and dependencies.   

 

The following Figure 9 is illustrating the strategy for adoption of AWS cloud. With this 

clear cloud adoption strategy, new projects will adopt the cloud very easily and with 

minimum risks.  
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Projects on AWS 

Upcoming projects without such privacy restrictions. 

Development and test environments. 

Developers individual sandbox environments 

Projects with data for low latency used by CDN. 

Projects with compute intensive workload. 

Projects selected for migration to AWS 

Less-mission critical projects. 

Projects with significant variations over time. 

Projects for rapid delivery requirements. 

Small projects which can easily migrated to cloud. 

Projects not migrated to AWS  

Projects with secrets and sensitive data. 

Projects with access limitation from specific location. 

Projects with legacy application architecture. 

Interconnected applications with other on-prem resources. 

 
Figure 9. Cloud Adoption Strategy 
 

5.4 Cloud policies for Defence in Depth 

In security, Defence in Depth is a collective use of various security mechanisms to 

defend an organization from targeted attacks. Targeted attacks may describe as attacks 

against a system service's confidentiality, credibility, and availability. It is also called 

layered-based approach and each layer usually protects against different type of threat. 

Once these layers are paired together, they operate as shields to protect against several 

attacks. Let’s have a deep understanding, how this approach has been implemented. 

 

5.4.1 Network Layer 

First layer is the network layer of the Defence in Depth approach to the cloud 

environment. This layer is the entry point for all traffic to the cloud environment, it is very 

important to configure this layer carefully. For the security of network layer: 

• Access control list were implemented on network level. 

• EC2 and RDS security groups inbound and outbound configured with limited 

access from company’s network. 

• DMZ and network segmentation implemented. 
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• PKI based authentication must be in use for accessing servers. 

5.4.2 Platform Layer 

This is the second layer of the Defence in Depth approach; it is actually the operating 

system layer which is exposed to the network. All the servers running some kind of 

services are listening on specific ports. Only specific ports are allowed to accept 

connections, server and application must be updated and patched for security updates. 

• Host-based intrusion detection system is installed for application servers, Trend 

Micro Deep Security (IDS/IPS) is used from marketplace. 

• OSSEC (HIDS) were installed also that automatically block the suspicious login 

attempts. 

 

5.4.3 Application Layer 

This layer is also considered very important because users directly interact with the 

applications through this layer. Now a days, web applications are open to world on ports 

80 and 443 and anyone can access the application over the internet so there is more 

risk for attack.  

• AWS WAF (Web Application Firewall) is the first defence to protect web 

applications and it was used to secure applications. 

•  AWS Inspector agent also installed on servers to automatically assesses 

applications for exposure, vulnerabilities, and deviations from best practices. 

•  There are also secure coding practice and static code analysis techniques in 

use. 

5.4.4 Data Layer 

This layer is used to protect data. Securing data is a critical piece of operating and 

building systems. To protect data, all transit-data and data at rest must be encrypted. It 

was organization’s data classification policy that all data must be classified which are 

stored on AWS. Since the data classification policy was not changed, a data encryption 

policy is defined which describes the classification levels that must be encrypted during 

transit and at rest. 
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Figure 10. Data Classification 
   
According to the policy, Public data can be unencrypted, but all other data classifications 

must be encrypted at rest and in-transit. The encryption policy also applied to other AWS 

services which are often used in projects. Organization data policy was easily 

implemented by leveraging AWS robust data encryption services to protect data 

throughout its lifecycle. The following Figure 11 illustrates the details: 

 

EC2 EBS Volumes 

Encrypted AMI must be used to provision new servers. 

New volumes must be encrypted before attached to servers 

KMS keys rotation must be automated. 

S3 File Storage 

Data which is classified as sensitive must be encrypted. 

Encryption keys procedures must be implemented for S3 storage as well.  

S3 server-side encryption also be used if there is no specific requirement. 

RDS Database instances 

RDS instances must be encrypted. 

Encryption keys procedures must be implemented for RDS as well.  

SSL Certificates 

ACM must be used to create private and public certificates for domains. 

 
Figure 11. AWS data policy 
 

Secret 

Confidential 

Internal 

Public 
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5.4.5 Incident Response 

Incident response is the technique where all the monitoring-related activities happen. 

Incident response automation process improves reliability and increases the speed of 

the response. AWS CloudWatch alarms are configured to send alerts for: 

• Root user login activity 

• Unauthorized login attempts 

• SSH rejected attempts 

• Audit trail changes 

• VPN state monitoring 

• Billing alerts 

5.4.6 AWS Identity Access Management 

AWS IAM is a key part of an information security system. IAM allows to control access 

to AWS accounts and resources. AWS users, federated users, applications and other 

services permissions are managed through it by applying granular policies.  These 

policies grant permissions to a user, role, group or AWS resource. 

 

The following IAM user policies are implemented: 

• IAM user accounts name must be similar to their AD emails. 

• All users must get the permissions through groups and no permission policies 

should be attach directly to the user. 

• All password policies (minimum length, rotation, complexity) are similar to 

corporate AD but multifactor authentication is enforced to get access to account 

resources. 

5.4.7 Logging and Monitoring 

Logging and monitoring are very important for governance and compliance. AWS offers 

many services for logging and monitoring such as AWS Config, AWS Cloud Watch, AWS 

Cloud Trail and AWS Security Hub.  

 

The following AWS services are used for logging and monitoring: 

• A dedicated account named logging account is created for central logging from 

all AWS accounts. AWS CloudTrail and AWS Config services are used to send 

logs and configuration data to central logging account. 

• A dedicated account named Security account is created for central security and 

governance monitoring. AWS config service in this account is showing all 
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aggregated configuration of all accounts in a single dashboard and compliance 

status. SNS topics were also configured to get different configuration, compliance 

and security alerts to get notified security teams. 

• AWS Security Hub is also configured to aggregates, prioritizes security alerts and 

findings from multiple AWS services such as Amazon Guard Duty, Amazon 

Inspector, IAM and Access Analyzer. 
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6 Deploying the Solution 

 

This chapter describes the actual deployment of the solution which is architected in the 

previous chapter. 

6.1 AWS Organization and Organization Unit 

AWS organization was setup in the organization root account, two core accounts were 

created for logging and security. A new organization unit (OU) was created with the name 

Core and newly created core accounts are added in that organization unit (OU) to apply 

relevant service control policies (SCP). Service control policies for core accounts were 

applied on the organization unit level. Additional organization unit were also created for 

Dev, Test and production accounts. The following figure 12 show AWS organization unit 

structure. 

 

 

Figure 12. AWS organization OU 
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After creating organization units, next step was to sort the accounts by type and add 

linked accounts to proper organization unit, the figure 13 is showing a detailed list of 

linked AWS accounts under this organization. 

 

 

Figure 13. AWS organization accounts 

 

• Account name: It is the account name of linked account. 

• Email: It is the root email address for the linked account. 

• Account ID: It is the 12 numbers account id of linked account. 

• Status: It shows the status of the linked account. 

6.2 Service Control Policies  

Service control policies (SCP) were applied on the organization unit level. Each 

organization unit has different limitations and resources to secure. Hence different 

policies were created and attached to the specific organization units. 

6.2.1 Security and Governance Policies 

This policy was applied on all organization units and all linked accounts. It was used for 

giving access to organization operation team to access all accounts for monitoring 

troubleshooting, and also prevent security and governance resources from other users 

to make any changes such as disable central CloudTrail. The figure 14 is showing a 

snippet from the policy and the actual policy can be found from appendix1. 
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  Figure 14. Resource Security Policy 

 

6.2.2 Core-OU Policies 

Core organization unit policies were implemented at two accounts. Logging account 

which was used for central logging and security account which was used for security 

audits, monitoring and alerts. This policy protects central logging bucket from anyone’s 

access to make changes in bucket attributes such as logging bucket encryption, access-

logging, deletion of bucket and retention period. Only enterprise operations team can 

change the attributes through a specific role named AwsOpsExecution. A snippet from 

policy is shown below but the full policy can be found at appendix 2. 

 

 

Figure 15. Core-OU Policy 

 

6.2.3 Dev-OU Policies 

All the Development and sandbox accounts for developers are provisioned under this 

organization unit. A special policy was created for this organization unit to limit the usage 

of specific instances type and limit the usage of only AWS free-tier services for cost 

control and also it limits the usage of only AWS Ireland region (eu-west-1). 

A snippet from policy is shown below but the full policy can be found at appendix 3. 
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Figure 16. Dev-OU Policy 

 

6.2.4 Test-OU Policies 

Accounts under this organization unit were pre-prod/staging environment. Security and 

governance policies were only applied on these accounts. Cost control and other 

restrictions were applied individually on the project level. 

6.2.5 Prod-OU Policies 

Accounts under this organization unit were production accounts. Security and 

governance policies were only applied on these accounts. Disaster recover backup 

policies were implemented to securely transfer backups to the backup account and IAM 

users cannot change backup policies in Prod-OU accounts. More granular policies were 

applied on individual account level to do different security checks according to the 

project. The policy can be found in the Appendix 4. 

 

AWS organization account structure and policies were in place. Now, Let’s configure the 

security and governance automation of all the accounts. 

 

6.3 CloudFormation Automation tool 

Since the main cloud provider for this research is AWS, it was decided to use AWS native 

CloudFormation tool to create and manage AWS resources. Cloud Formation service 

allows to use Yaml/Json languages to model and provision resources in an automated 

manner. CloudFormation service was used to deploy resources across all regions and 

accounts. 
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CloudFormation StackSets extends the functionality of stacks that allows to update, 

delete and create stacks across different regions and accounts with a single api 

operation. Using the Master account, CloudFormation templates can be easily define, 

manage, and use the template for deploying resources into different target accounts 

across different regions and environments. 

 

 
Figure 17. AWS CloudFormaton Stackset 
 

The following CloudFormation templates scripts were written to configure AWS accounts 

security and governance in a larger scale. 

6.3.1 Network layer security automation 

Network layer is the first layer of defence and this layer is the entry point for all traffic to 

the cloud. It was very important to configure this layer carefully. For the security of 

network layer, virtual private cloud (VPC), network access control lists (NACL), security 

group and network traffic flow logs were configured through CloudFormation. An 

automation was configured to send alerts if any mentioned network resource property 

changed. This network baseline template resource creation and mapping are shown 

below in the picture. Network security script can be found in Appendix. The following 

figure shows the network architecture. 
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Figure 18. Network Architecture 
 

The above figure 18 is describing the network architecture and connection between 

different VPC components like public subnets, private subnets, NACL for public and 

private subnets, IGW, NatGW, security groups and flow logs. 

6.3.2 Platform Layer Security Automation 

Trend Micro Deep Security is a comprehensive security platform for physical, virtual and 

cloud servers. It was installed on application servers to implement host level security. It 

is host-based security solution that provides intrusion prevention (IPS), anti-malware, 

host firewall, file integrity, WAF, log inspection and content filtering in different operating 

systems such as Windows, Linux, Solaris and Unix operating system.  

Deep Security solution has created two EC2 compute instances, elastic load balancers 

and RDS (Postgre) database instance to run the solution on AWS. The following figure 

19 shows the solution architecture. 
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Figure 19. Trend Micro Deep Security Software Architecture 
 

Trend Micro dashboard widgets and more widgets are available to monitor different 

events. This admin portal can be customized according to user preferences. 

 

   

Figure 20. Deep Security portal 
 

Deep security portal shows the status of all instances in the virtual private cloud and also 

trend micro deep security manager status. 
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Figure 21. Trend Micro Dashboard1 
 

Trend Micro deep security was configured to inspect logs, firewall events analysis, 

integrity monitoring and send alerts based on suspicious activity. 

 

  

Figure 22. Trend Micro Dashboard2 
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6.3.3 Application Layer Security Automation 

To secure the application layer, AWS WAF (Web Application Firewall) was configured 

for applications which were exposed to internet. AWS WAF can configure to control how 

an API Gateway, Application Load Balancer or CloudFront distribution responds to web 

requests. Open web application security (OWASP) top 10 security risks were considered 

and AWS WAF was configured to mitigate these risks mentioned below. CloudFormation 

WAF configuration code can be found in appendix. 

• Mitigate SQL Injection Attacks 

• Cross-Site Scripting (XSS) 

• Sensitive Data Exposure 

• Broken Authentication and Session Management 

• Cross-Site Request Forgery (CSRF) 

• Under protected APIs 

• Broken Access Control 

• Security Misconfiguration 

• Insufficient Attack Protection 

• Using Components with Known Vulnerabilities 
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Figure 23. Web Application Firewall Dashboard 

 
The following figure shows that how AWS WAF works, as one can see in the figure when 

a request was received from user it is evaluated through all rules defined in a WebACL 

in ascending order. If these rules allow the request than it was forward to the attached 

resources. 

 

 
Figure 24. Web Application Firewall Workflow 
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AWS inspector was also configured to automatically assesses vulnerabilities, 

applications for exposure, and deviations from best practices. The following commands 

were used to download and install the agent. 

 

 

Figure 25. AWS Inspector Installation 
 

After the successful installation of inspector agent, AWS inspector assessment has been 

done and the findings are shown below. 

 

 

Figure 26. Inspector dashboard 
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Figure 27. Inspector findings 
 

As one can see in the above figures, AWS inspector finding dashboard is showing the 

result of its finding with severity level, ports and with additional details. 

6.3.4 Data Layer Security Automation 

AWS EBS, RDS and S3-SSE encryption was implemented to secure the data at rest and 

AWS ACM (Amazon Certificate Manager) service was used to protect data in transit 

through SSL certificates. A specific SCP (Service Control Policy) was created to enforce 

encryption on EBS, RDS and AWS lambda function was created to encrypt all S3 

buckets automatically. AWS config service was also configured to send automated alerts 

for non-encrypted EBS, RDS and S3 resources to security notification channel. Data 

Layer security SCP policy snippet is below, full code can be found in appendix. 

 

 

Figure 28. Data-layer security 
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6.3.5 Incident Response Automation 

The following incident response automation was configured to send alerts to the relevant 

team according to the activity. Incident response automation code snippet is below and 

full code can be found in appendix. 

• Root user login activity 

• Unauthorized login attempts 

• SSH rejected attempts 

• Audit trail changes 

• VPN state monitoring 

• Billing alerts 

 

 

Figure 29. Incident response 
 

6.3.6 IAM Automation 

The following IAM automation was configured to enforce the IAM policies according to 

the organization requirements through CloudFormation scripts. 

• Username must be the user corporate email address. 

• Users must get the permissions through groups and no permission policies 

should be attach directly to the user. 

• Password policies (minimum length, rotation, complexity) are similar to corporate 

AD. 

• MFA (multi-factor authentication) is enforced to get access to account resources. 

• IAM Roles are configured to access cross account resources. 
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Figure 29. IAM enforcement 

6.3.7 Logging and Monitoring Automation 

AWS CloudWatch, CloudTrail, Config and AWS Security Hub were configured to monitor 

real time events, logging, auditing and alerting. To automate these logging and 

monitoring for new and existing accounts CloudFormation scripts were created. 

A central logging account was created to archive logs from all AWS accounts. AWS 

CloudTrail and AWS Config services were used to send logs to central logging account. 

A dedicated security account was created for security and governance monitoring. AWS 

config service in this account was showing all aggregated configuration of all accounts 

in a single dashboard and compliance status. A snippet from CloudFormation script is 

below and full script can be found from appendix. 

  

Figure 30. Logging and monitoring 
 

The following Figure 31 is showing that how AWS Config is getting configuration data 

from other AWS accounts and regions. Once aggregator was configured and authorized 

to get Config data from an account, it can be visible in aggregated view dashboard. 
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Figure 31. Monitoring aggregated view 
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7 Results and Analysis 

 

This chapter describes the tests, results and analysis of the tested methods in detail. 

AWS organization service control policies are implemented at top level of different OU’s. 

The following Figure 32 is showing the test results of Dev-OU applied SCP policy. This 

policy is only allowing provisioning of “micro” and “nano” EC2 (Virtual machine) 

instances. As you can see in the results that when a user is provisioning “t2.micro” 

instance it was successfully launched but when same user is trying to provision t2.small 

instance, it was unsuccessful and access was denied because Dev-OU SCP was 

configured to limit provisioning of bigger instances. 

 

 

 

 

Figure 32. Dev-OU results 
 

Prod-OU service control policy is not restricting the instance provisioning based on size 

and the Figure 33 is showing the results that bigger instances can be provisioned in 

Prod-OU. 
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Figure 33. Prod-OU results 

 
Core-OU service control policy is configured to secure the log account and audit account 

resources and restricting access to resources only by assuming a specific account role 

AwsOpsExecution. The following Figure 34 is showing that Test user has administrator 

access to Log_Account but SCP is protecting the log bucket and Test user is unable to 

change the bucket encryption.  

 

 

Figure 34. Core-OU results 
 

Let’s try change the bucket encryption policy by using that specific AwsOpsExecution 

account role. The Figure 35 is showing that by using the specific role, bucket encryption 

was disabled and enabled successfully.  
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Figure 35. Core-OU OPS-Role results 
 

After testing the OU’s policies, Let’s test the account level security baseline configuration. 

To protect the network layer, customized NACL and security groups are created and 

configured. NACL are created to implement another layer of security to infrastructure to 

filter the traffic before it reaches to security groups. The test is conducted between two 

different VPC’s. Test-VPC has two different subnets and IP-ranges. Prod-VPC is 

attached to a NACL that is allowing only SSH from 10.0.0.0/24 which is one of Test-VPC 

subnet. Prod-VPC instance security group is allowing SSH traffic from any IP which is 

configured temporarily to test NACL. 

The Figure 36 is showing the results that Prod-VPC instance 10.10.11.177 is only 

accessible from Test-VPC instance whose IP is in the NACL allowed range. 

 

 

 

Figure 36. Network security 
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The Figure 37 is showing that Prod instance can be accessed from Test-VPC instance 

whose IP was 10.0.0.97 because NACL is not blocking access from this IP range. Test-

VPC second instance whose IP was 10.0.2.71 cannot access Prod-VPC instance 

because NACL is blocking it as VPC-flow log is showing in the figure. 

 

 

Figure 37. Network flow log 
 

Application layer is secured by AWS WAF and AWS inspector. The following figure is 

showing AWS WAF and AWS inspector test results. The result is showing that AWS 

WAF is mitigating most common application like attacks SQL-injection and XSS. 
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Figure 38. Web Application Firewall results 
 

The following figure is showing AWS inspector assessment results for instance network 

exposure on port 22 and 443. 

 

 

Figure 39. AWS inspector results 
 

Data layer is secured by SCP policies for S3, EBS and RDS. The following figure is 

showing the S3 encryption enforcement. As the result is showing, Put-object operation 

was denied if bucket is not encrypted. After enabling the encryption on bucket, Put-object 

operation was successful. 
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Figure 40. Data security S3-results 
 

The following figure is showing the test result of enforcing EBS encryption. EC2 instance 

creation was unsuccessful when attached EBS volume encryption was disable. Once it 

was specified that EBS volume encryption is enable, the instance provision successfully. 

 

 

Figure 41. Data security EBS-results 
 

The following Figure 42 is showing incident response for different incidents as mentioned 

in the previous chapter such as unauthorized login attempts, root login activity and audit 

trail changes. To test that these incidents alerts were configured properly, unauthorized 

login attempts, root login and audit trail changes had been done and based on the metrics 

of these activity responses alerts were send to the specified security notification group. 

 



 

 

48 

 

Figure 42. Incident response results 
 

The following Figures 43-44 are showing IAM policies enforcement. As the result is 

showing that IAM user had not attached any inline policies directly. User had assigned 

all the permissions through Admin group and Admin policy was attached to the group. 

The result is also showing that user was able to access account resources successfully 

but once MFA enforcement policy was attached to Admin group, user could not access 

account resources because user had not configured MFA on this account. 

 

MFA policy did not allow user to access account resources. User need to enable MFA 

authentication to access account resources. Once the user register MFA device and 

logged in with MFA, results is showing that user was able to access account resources. 

User generated temporary session token with MFA code to access the account 

resources from CLI. 

 

 

Figure 43. IAM results 
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Figure 44. IAM results 
 

The Figure 45 is showing the results for logging and monitoring. A central logging 

account was created for ease of archiving, integrity and limited access to logs. All logs 

were saved to S3 bucket, As the figure is showing the format of archiving logs: 

S3-Bucket-name -> Organization-Id -> AWSLogs -> AWS-account-Id -> CloudTrail -> 

AWS-region -> Year -> Month -> Day -> Filename 

 

 

Figure 45. Log account results 
 

The following Figure 46 is showing the results of security and monitoring compliance 

dashboard. A dedicated security account was created for security team to monitor AWS 

accounts compliance status and access to any AWS account from this account in case 

of emergency. As the one can see, aggregated dashboard is showing the EBS volumes 

and S3 resources were noncompliant and a notification email was sent to security team 

as well which is also showing in the figure. All the details regarding noncompliant 

resources were mentioned in the email such as resource-id, account-id, aws-region, 
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config-rule and resource-type. These compliance statuses were collected by AWS 

Config aggregator from different accounts. 

 

 

Figure 46. Security account results  
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8 Conclusion 

 

This research demonstrates that security automation, governance automation policies 

enforcement and self-development are key components of effective cloud security in 

enterprise cloud environments. 

 

Cloud security assessment and responses are required to be agile as enterprises have 

embraced agile methodology. It is even much clearer to us now that security and 

governance play a decisive role as one of the most significant consideration affecting 

adoption of cloud computing. Based on the lack of information security experts in 

enterprises, it is also important to train different teams to provision secure cloud 

environments and implement automation as much as possible. 

 

In this research, AWS security and governance at scale structure was implemented. With 

this implementation organization has achieved centrally managed scattered cloud 

resources, oversight of cloud implementations, policies implemented at account, 

organization unit and even organization level, security, governance and compliance 

automation with best practices. 

 

The results of this study are indicating that automation should be undertaken by 

identifying security and governance tasks which can be handled by project teams 

themselves. Cloud security individuals must be in contact with project teams to configure 

baseline automation.  

 

A routine assessment of all security tasks under an implemented security governance 

model is strongly recommended. The objective of the routine assessment is to identify: 

 

• Security automation enhancements 

• Security processes modifications for cloud agility 

• Security tasks for individual project teams 

• Trainings needed for individual project teams 

• Refine security and governance policies 

 

For future works, current organization IdP solution can be integrated with AWS and AWS 

logs can be send to organization SIEM system for deep inspection.
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Appendices 
 
Appendix 1: Network Baseline 
AWSTemplateFormatVersion: "2010-09-09" 
Description:  This template deploys a VPC, two public and private subnets spread 
  across two Availability Zones. It deploys an internet gateway, with a default 
  route on the public subnets. It deploys a pair of NAT gateways (one in each AZ), 
  and default routes for them in the private subnets. 
Parameters: 
  EnvironmentName: 
    Description: An environment name that is prefixed to resource names 
    Type: String 
  VpcCIDR: 
    Description: Please enter the IP range (CIDR notation) for this VPC 
    Type: String 
    Default: 10.10.0.0/16 
  PublicSubnet1CIDR: 
    Description: Please enter the IP range (CIDR notation) for the public subnet in the first Availability Zone 
    Type: String 
    Default: 10.10.10.0/24 
  PublicSubnet2CIDR: 
    Description: Please enter the IP range (CIDR notation) for the public subnet in the second Availability Zone 
    Type: String 
    Default: 10.10.11.0/24 
  PrivateSubnet1CIDR: 
    Description: Please enter the IP range (CIDR notation) for the private subnet in the first Availability Zone 
    Type: String 
    Default: 10.10.20.0/24 
  PrivateSubnet2CIDR: 
    Description: Please enter the IP range (CIDR notation) for the private subnet in the second Availability Zone 
    Type: String 
    Default: 10.10.21.0/24 
  VPNIP: 
    Description: "VPN IP address for SSH" 
    Type: String 
    Default: 192.168.0.254/32 
Resources: 
  VPC: 
    Type: AWS::EC2::VPC 
    Properties: 
      CidrBlock: !Ref VpcCIDR 
      EnableDnsSupport: true 
      EnableDnsHostnames: true 
      Tags: 
        - Key: Name 
          Value: !Ref EnvironmentName 
  InternetGateway: 
    Type: AWS::EC2::InternetGateway 
    Properties: 
      Tags: 
        - Key: Name 
          Value: !Ref EnvironmentName 
  InternetGatewayAttachment: 
    Type: AWS::EC2::VPCGatewayAttachment 
    Properties: 
      InternetGatewayId: !Ref InternetGateway 
      VpcId: !Ref VPC 
  PublicSubnet1: 
    Type: AWS::EC2::Subnet 
    Properties: 
      VpcId: !Ref VPC 
      AvailabilityZone: !Select [ 0, !GetAZs '' ] 
      CidrBlock: !Ref PublicSubnet1CIDR 
      MapPublicIpOnLaunch: true 
      Tags: 
        - Key: Name 
          Value: !Sub ${EnvironmentName} Public Subnet (AZ1) 
  PublicSubnet2: 
    Type: AWS::EC2::Subnet 
    Properties: 
      VpcId: !Ref VPC 
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      AvailabilityZone: !Select [ 1, !GetAZs  '' ] 
      CidrBlock: !Ref PublicSubnet2CIDR 
      MapPublicIpOnLaunch: true 
      Tags: 
        - Key: Name 
          Value: !Sub ${EnvironmentName} Public Subnet (AZ2) 
  PrivateSubnet1: 
    Type: AWS::EC2::Subnet 
    Properties: 
      VpcId: !Ref VPC 
      AvailabilityZone: !Select [ 0, !GetAZs  '' ] 
      CidrBlock: !Ref PrivateSubnet1CIDR 
      MapPublicIpOnLaunch: false 
      Tags: 
        - Key: Name 
          Value: !Sub ${EnvironmentName} Private Subnet (AZ1) 
  PrivateSubnet2: 
    Type: AWS::EC2::Subnet 
    Properties: 
      VpcId: !Ref VPC 
      AvailabilityZone: !Select [ 1, !GetAZs  '' ] 
      CidrBlock: !Ref PrivateSubnet2CIDR 
      MapPublicIpOnLaunch: false 
      Tags: 
        - Key: Name 
          Value: !Sub ${EnvironmentName} Private Subnet (AZ2) 
  NatGateway1EIP: 
    Type: AWS::EC2::EIP 
    DependsOn: InternetGatewayAttachment 
    Properties: 
      Domain: vpc 
  NatGateway2EIP: 
    Type: AWS::EC2::EIP 
    DependsOn: InternetGatewayAttachment 
    Properties: 
      Domain: vpc 
  NatGateway1: 
    Type: AWS::EC2::NatGateway 
    Properties: 
      AllocationId: !GetAtt NatGateway1EIP.AllocationId 
      SubnetId: !Ref PublicSubnet1 
  NatGateway2: 
    Type: AWS::EC2::NatGateway 
    Properties: 
      AllocationId: !GetAtt NatGateway2EIP.AllocationId 
      SubnetId: !Ref PublicSubnet2 
  PublicRouteTable: 
    Type: AWS::EC2::RouteTable 
    Properties: 
      VpcId: !Ref VPC 
      Tags: 
        - Key: Name 
          Value: !Sub ${EnvironmentName} Public Routes 
  DefaultPublicRoute: 
    Type: AWS::EC2::Route 
    DependsOn: InternetGatewayAttachment 
    Properties: 
      RouteTableId: !Ref PublicRouteTable 
      DestinationCidrBlock: 0.0.0.0/0 
      GatewayId: !Ref InternetGateway 
  PublicSubnet1RouteTableAssociation: 
    Type: AWS::EC2::SubnetRouteTableAssociation 
    Properties: 
      RouteTableId: !Ref PublicRouteTable 
      SubnetId: !Ref PublicSubnet1 
  PublicSubnet2RouteTableAssociation: 
    Type: AWS::EC2::SubnetRouteTableAssociation 
    Properties: 
      RouteTableId: !Ref PublicRouteTable 
      SubnetId: !Ref PublicSubnet2 
  PrivateRouteTable1: 
    Type: AWS::EC2::RouteTable 
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    Properties: 
      VpcId: !Ref VPC 
      Tags: 
        - Key: Name 
          Value: !Sub ${EnvironmentName} Private Routes (AZ1) 
  DefaultPrivateRoute1: 
    Type: AWS::EC2::Route 
    Properties: 
      RouteTableId: !Ref PrivateRouteTable1 
      DestinationCidrBlock: 0.0.0.0/0 
      NatGatewayId: !Ref NatGateway1 
  PrivateSubnet1RouteTableAssociation: 
    Type: AWS::EC2::SubnetRouteTableAssociation 
    Properties: 
      RouteTableId: !Ref PrivateRouteTable1 
      SubnetId: !Ref PrivateSubnet1 
  PrivateRouteTable2: 
    Type: AWS::EC2::RouteTable 
    Properties: 
      VpcId: !Ref VPC 
      Tags: 
        - Key: Name 
          Value: !Sub ${EnvironmentName} Private Routes (AZ2) 
  DefaultPrivateRoute2: 
    Type: AWS::EC2::Route 
    Properties: 
      RouteTableId: !Ref PrivateRouteTable2 
      DestinationCidrBlock: 0.0.0.0/0 
      NatGatewayId: !Ref NatGateway2 
  PrivateSubnet2RouteTableAssociation: 
    Type: AWS::EC2::SubnetRouteTableAssociation 
    Properties: 
      RouteTableId: !Ref PrivateRouteTable2 
      SubnetId: !Ref PrivateSubnet2 
  NoIngressSecurityGroup: 
    Type: AWS::EC2::SecurityGroup 
    Properties: 
      GroupName: "Sg-no-ingress" 
      GroupDescription: "Security group with no ingress rule" 
      VpcId: !Ref VPC 
  SecurityGroupDB: 
    Type: 'AWS::EC2::SecurityGroup' 
    Properties: 
      GroupDescription: Allow traffic from Webserver to Database. 
      VpcId: !Ref VPC 
      SecurityGroupEgress: [] 
      SecurityGroupIngress: 
        - FromPort: 3306 
          ToPort: 3306 
          IpProtocol: tcp 
          Description: Allow traffic from Webserver to Database 
          SourceSecurityGroupId: !Ref SecurityGroupWebServer 
      GroupName: Sg-Prod-Db 
  SecurityGroupLB: 
    Type: 'AWS::EC2::SecurityGroup' 
    Properties: 
      GroupDescription: A security group that allows inbound web traffic (TCP ports 80 and 443). 
      VpcId: !Ref VPC 
      SecurityGroupEgress: 
        - FromPort: -1 
          ToPort: -1 
          IpProtocol: '-1' 
          Description: '' 
          CidrIp: 0.0.0.0/0 
      SecurityGroupIngress: 
        - FromPort: 80 
          ToPort: 80 
          IpProtocol: tcp 
          Description: Allow HTTP traffic 
          CidrIp: 0.0.0.0/0 
        - FromPort: 443 
          ToPort: 443 
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          IpProtocol: tcp 
          Description: Allow HTTPS traffic 
          CidrIp: 0.0.0.0/0 
      GroupName: Sg-Prod-LB 
  SecurityGroupSSH: 
    Type: 'AWS::EC2::SecurityGroup' 
    Properties: 
      GroupDescription: A security group that allows inbound SSH traffic (TCP port 22). 
      VpcId: !Ref VPC 
      SecurityGroupEgress: 
        - FromPort: -1 
          ToPort: -1 
          IpProtocol: '-1' 
          Description: '' 
          CidrIp: 0.0.0.0/0 
      SecurityGroupIngress: 
        - FromPort: 22 
          ToPort: 22 
          IpProtocol: tcp 
          Description: Allow SSH traffic 
          CidrIp: 192.168.0.254/32 
      GroupName: Sg-Prod-SSH 
  SecurityGroupWebServer: 
    Type: 'AWS::EC2::SecurityGroup' 
    Properties: 
      GroupDescription: Build a custom security group. 
      VpcId: !Ref VPC 
      SecurityGroupEgress: [] 
      SecurityGroupIngress: 
        - FromPort: 443 
          ToPort: 443 
          IpProtocol: tcp 
          Description: Allow traffic from load balancer to web server 
          SourceSecurityGroupId: !Ref SecurityGroupLB 
      GroupName: Sg-Prod-Webserver 
  FlowLogs: 
    Type: 'AWS::EC2::FlowLog' 
    Properties: 
      ResourceType: VPC 
      ResourceId: 
        Ref: VPC 
      TrafficType: ALL 
      LogDestinationType: cloud-watch-logs 
      LogGroupName: FlowLogs 
      DeliverLogsPermissionArn: 
        'Fn::GetAtt': 
          - IamRoleForFlowLogs 
          - Arn 
  FlowLogsGroup: 
    Type: 'AWS::Logs::LogGroup' 
    Properties: 
      LogGroupName: FlowLogs 
  IamRoleForFlowLogs: 
      Type: 'AWS::IAM::Role' 
      Properties: 
        RoleName: iamRoleFlowLogsToCloudWatchLogs 
        AssumeRolePolicyDocument: 
          Version: '2012-10-17' 
          Statement: 
            - Sid: '' 
              Effect: Allow 
              Principal: 
                Service: vpc-flow-logs.amazonaws.com 
              Action: 'sts:AssumeRole' 
        Policies: 
          - PolicyName: allow-access-to-cw-logs 
            PolicyDocument: 
              Version: '2012-10-17' 
              Statement: 
                - Effect: Allow 
                  Action: 
                    - 'logs:CreateLogGroup' 
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                    - 'logs:CreateLogStream' 
                    - 'logs:PutLogEvents' 
                    - 'logs:DescribeLogGroups' 
                    - 'logs:DescribeLogStreams' 
                  Resource: '*' 
  # Public Network ACL 
  PMPublicNACL: 
    Type: AWS::EC2::NetworkAcl 
    DependsOn: VPC 
    Properties: 
      VpcId: !Ref VPC 
      Tags: 
        - Key: Name 
          Value: !Join [ "", [ !Ref "AWS::StackName", "-public-acl" ] ] 
  # Private Network ACL 
  PMPrivateNACL: 
    Type: AWS::EC2::NetworkAcl 
    DependsOn: VPC 
    Properties: 
      VpcId: !Ref VPC 
      Tags: 
        - Key: Name 
          Value: !Join [ "", [ !Ref "AWS::StackName", "-private-acl" ] ] 
  ##### 
  # Public Network ACL Firewall Protection (inbound and outbound traffic at the subnet level) 
  ### INBOUND HTTP Network ACL RULES ###### 
  InboundHTTPNACL: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '100' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '80' 
        To: '80' 
  ### INBOUND HTTPS Network ACL RULES ### 
  InboundHTTPSNACL: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '200' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '443' 
        To: '443' 
  ### INBOUND SSH Network ACL RULES ### 
  InboundSSHNACL: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '300' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: !Ref VPNIP 
      PortRange: 
        From: '22' 
        To: '22' 
  ### INBOUND Ephemeral Ports Network ACL RULES ### 
  InboundEPHNACL2: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '400' 
      Protocol: "6" 
      RuleAction: "allow" 
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      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '1024' 
        To: '65535' 
  ### INBOUND Ephemeral Ports Network ACL RULES (UDP) ### 
  InboundEPHNACL2UDP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '410' 
      Protocol: "17" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '1024' 
        To: '65535' 
  ### INBOUND ICMP Network ACL RULES ### 
  InboundICMPNACL: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '500' 
      Protocol: "1" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "192.168.0.0/16" 
      Icmp: 
        Code: "-1" 
        Type: "-1" 
  ### OUTBOUND HTTP Network ACL RULES ### 
  OutboundHTTPNACL: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '100' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '80' 
        To: '80' 
  ### OUTBOUND HTTPS Network ACL RULES ### 
  OutboundHTTPSNACL: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '200' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '443' 
        To: '443' 
  ### OUTBOUND SSH Network ACL RULES ### 
  OutboundSSHNACL: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '300' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: !Ref VPNIP 
      PortRange: 
        From: '22' 
        To: '22' 
### OUTBOUND Ephemeral Ports Network ACL RULES ### 
  OutboundEPHNACL: 
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    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '400' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '1024' 
        To: '65535' 
  #### OUTBOUND Ephemeral Ports Network ACL RULES (UDP) ### 
  OutboundEPHNACLUDP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '410' 
      Protocol: "17" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '1024' 
        To: '65535' 
  ### OUTBOUND ICMP Network ACL RULES ### 
  OutboundICMPNACL: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPublicNACL 
      RuleNumber: '500' 
      Protocol: "1" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "192.168.0.0/16" 
      Icmp: 
        Code: "-1" 
        Type: "-1" 
  ### INBOUND HTTP Network ACL RULES ###### 
  InboundHTTPNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '100' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '80' 
        To: '80' 
  ### INBOUND HTTPS Network ACL RULES ### 
  InboundHTTPSNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '200' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '443' 
        To: '443' 
  ### INBOUND SSH Network ACL RULES ### 
  InboundSSHNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '300' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "false" 



 

 

10 

      CidrBlock: !Ref VpcCIDR 
      PortRange: 
        From: '22' 
        To: '22' 
  ### INBOUND MYSQL Network ACL RULES ### 
  InboundMYSQLNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '330' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: !Ref VpcCIDR 
      PortRange: 
        From: '3306' 
        To: '3306' 
  ### INBOUND Ephemeral Ports Network ACL RULES ### 
  InboundEPHNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '400' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '1024' 
        To: '65535' 
  ### INBOUND Ephemeral Ports Network ACL RULES (UDP) ### 
  InboundEPHNACLPUDP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '410' 
      Protocol: "17" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '1024' 
        To: '65535' 
  ### INBOUND ICMP Network ACL RULES ### 
  InboundICMPNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '500' 
      Protocol: "1" 
      RuleAction: "allow" 
      Egress: "false" 
      CidrBlock: "0.0.0.0/0" 
      Icmp: 
        Code: "-1" 
        Type: "-1" 
  ### OUTBOUND HTTP Network ACL RULES ### 
  OutboundHTTPNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '100' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '80' 
        To: '80' 
  ### OUTBOUND HTTPS Network ACL RULES ### 
  OutboundHTTPSNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
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    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '200' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '443' 
        To: '443' 
  ### OUTBOUND SSH Network ACL RULES ### 
  OutboundSSHNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '300' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: !Ref VpcCIDR 
      PortRange: 
        From: '22' 
        To: '22' 
  ### OUTBOUND MYSQL Network ACL RULES ### 
  OutboundMYSQLNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '330' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: !Ref VpcCIDR 
      PortRange: 
        From: '3306' 
        To: '3306' 
  ### OUTBOUND Ephemeral Ports Network ACL RULES ### 
  OutboundEPHNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '400' 
      Protocol: "6" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '1024' 
        To: '65535' 
  ### OUTBOUND Ephemeral Ports Network ACL RULES (UDP) ### 
  OutboundEPHNACLPUDP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '410' 
      Protocol: "17" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
      PortRange: 
        From: '1024' 
        To: '65535' 
  ### OUTBOUND ICMP Network ACL RULES ### 
  OutboundICMPNACLP: 
    Type: "AWS::EC2::NetworkAclEntry" 
    Properties: 
      NetworkAclId: !Ref PMPrivateNACL 
      RuleNumber: '500' 
      Protocol: "1" 
      RuleAction: "allow" 
      Egress: "true" 
      CidrBlock: "0.0.0.0/0" 
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      Icmp: 
        Code: "-1" 
        Type: "-1" 
  PublicSubnet1AssociationNacl: 
    Type: AWS::EC2::SubnetNetworkAclAssociation 
    Properties: 
      SubnetId: !Ref PublicSubnet1 
      NetworkAclId: 
        Ref: PMPublicNACL 
  PublicSubnet2AssociationNacl: 
    Type: AWS::EC2::SubnetNetworkAclAssociation 
    Properties: 
      SubnetId: !Ref PublicSubnet2 
      NetworkAclId: 
        Ref: PMPublicNACL 
  PrivateSubnet1AssociationNacl: 
    Type: AWS::EC2::SubnetNetworkAclAssociation 
    Properties: 
      SubnetId: !Ref PrivateSubnet1 
      NetworkAclId: 
        Ref: PMPrivateNACL 
  PrivateSubnet2AssociationNacl: 
    Type: AWS::EC2::SubnetNetworkAclAssociation 
    Properties: 
      SubnetId: !Ref PrivateSubnet2 
      NetworkAclId: 
        Ref: PMPrivateNACL 
Outputs: 
  VPC: 
    Description: A reference to the created VPC 
    Value: !Ref VPC 
  PublicSubnets: 
    Description: A list of the public subnets 
    Value: !Join [ ",", [ !Ref PublicSubnet1, !Ref PublicSubnet2 ]] 
  PrivateSubnets: 
    Description: A list of the private subnets 
    Value: !Join [ ",", [ !Ref PrivateSubnet1, !Ref PrivateSubnet2 ]] 
  PublicSubnet1: 
    Description: A reference to the public subnet in the 1st Availability Zone 
    Value: !Ref PublicSubnet1 
  PublicSubnet2: 
    Description: A reference to the public subnet in the 2nd Availability Zone 
    Value: !Ref PublicSubnet2 
  PrivateSubnet1: 
    Description: A reference to the private subnet in the 1st Availability Zone 
    Value: !Ref PrivateSubnet1 
  PrivateSubnet2: 
    Description: A reference to the private subnet in the 2nd Availability Zone 
    Value: !Ref PrivateSubnet2 
  NoIngressSecurityGroup: 
    Description: Security group with no ingress rule 
    Value: !Ref NoIngressSecurityGroup 
  SecurityGroupDB: 
    Description: Security group for db 
    Value: !Ref SecurityGroupDB 
  SecurityGroupWebserver: 
    Description: Security group for Webserver 
    Value: !Ref SecurityGroupWebServer 
  SecurityGroupSSH: 
    Description: Security group for SSH traffic 
    Value: !Ref SecurityGroupSSH 
  SecurityGroupLB: 
    Description: Security group for public load balancer 
    Value: !Ref SecurityGroupLB 

 

Appendix 2: Enforcing MFA Authentication 
{ 
    "Version": "2012-10-17", 
    "Statement": [ 
        { 
            "Sid": "AllowViewAccountInfo", 



 

 

13 

            "Effect": "Allow", 
            "Action": [ 
                "iam:GetAccountPasswordPolicy", 
                "iam:GetAccountSummary", 
                "iam:ListVirtualMFADevices", 
                "iam:ListUsers" 
            ], 
            "Resource": "*" 
        }, 
        { 
            "Sid": "AllowManageOwnPasswords", 
            "Effect": "Allow", 
            "Action": [ 
                "iam:ChangePassword", 
                "iam:GetUser", 
                "iam:CreateLoginProfile", 
                "iam:DeleteLoginProfile", 
                "iam:GetLoginProfile", 
                "iam:UpdateLoginProfile" 
            ], 
            "Resource": "arn:aws:iam::*:user/${aws:username}" 
        }, 
        { 
            "Sid": "AllowManageOwnAccessKeys", 
            "Effect": "Allow", 
            "Action": [ 
                "iam:CreateAccessKey", 
                "iam:DeleteAccessKey", 
                "iam:ListAccessKeys", 
                "iam:UpdateAccessKey" 
            ], 
            "Resource": "arn:aws:iam::*:user/${aws:username}" 
        }, 
        { 
            "Sid": "AllowManageOwnSigningCertificates", 
            "Effect": "Allow", 
            "Action": [ 
                "iam:DeleteSigningCertificate", 
                "iam:ListSigningCertificates", 
                "iam:UpdateSigningCertificate", 
                "iam:UploadSigningCertificate" 
            ], 
            "Resource": "arn:aws:iam::*:user/${aws:username}" 
        }, 
        { 
            "Sid": "AllowManageOwnSSHPublicKeys", 
            "Effect": "Allow", 
            "Action": [ 
                "iam:DeleteSSHPublicKey", 
                "iam:GetSSHPublicKey", 
                "iam:ListSSHPublicKeys", 
                "iam:UpdateSSHPublicKey", 
                "iam:UploadSSHPublicKey" 
            ], 
            "Resource": "arn:aws:iam::*:user/${aws:username}" 
        }, 
        { 
            "Sid": "AllowManageOwnGitCredentials", 
            "Effect": "Allow", 
            "Action": [ 
                "iam:CreateServiceSpecificCredential", 
                "iam:DeleteServiceSpecificCredential", 
                "iam:ListServiceSpecificCredentials", 
                "iam:ResetServiceSpecificCredential", 
                "iam:UpdateServiceSpecificCredential" 
            ], 
            "Resource": "arn:aws:iam::*:user/${aws:username}" 
        }, 
        { 
            "Sid": "AllowManageOwnVirtualMFADevice", 
            "Effect": "Allow", 
            "Action": [ 
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                "iam:CreateVirtualMFADevice", 
                "iam:DeleteVirtualMFADevice" 
            ], 
            "Resource": "arn:aws:iam::*:mfa/${aws:username}" 
        }, 
        { 
            "Sid": "AllowManageOwnUserMFA", 
            "Effect": "Allow", 
            "Action": [ 
                "iam:DeactivateMFADevice", 
                "iam:EnableMFADevice", 
                "iam:ListMFADevices", 
                "iam:ResyncMFADevice" 
            ], 
            "Resource": "arn:aws:iam::*:user/${aws:username}" 
        }, 
        { 
            "Sid": "DenyAllExceptListedIfNoMFA", 
            "Effect": "Deny", 
            "NotAction": [ 
                "iam:CreateVirtualMFADevice", 
                "iam:EnableMFADevice", 
                "iam:GetUser", 
                "iam:ListMFADevices", 
                "iam:ListVirtualMFADevices", 
                "iam:ResyncMFADevice", 
                "sts:GetSessionToken", 
                "iam:ListUsers", 
                "iam:CreateLoginProfile", 
                "iam:ChangePassword" 
            ], 
            "Resource": "*", 
            "Condition": { 
                "BoolIfExists": { 
                    "aws:MultiFactorAuthPresent": "false" 
                } 
            } 
        } 
    ] 
} 
 

Appendix 3: Enforcing Encryption 
AWSTemplateFormatVersion: '2010-09-09' 
Description: 'Enforcing encryption for S3 data objects' 
Resources: 
  ScpPolicy: 
    Type: 'Custom::ServiceControlPolicy' 
    Properties: 
      PolicyName: scp_s3_encryption 
      PolicyDescription: >- 
        This SCP requires that all Amazon S3 buckets use AES256 encryption in an 
        AWS Account.  
      PolicyContents: >- 
        {"Version":"2012-10-
17","Statement":[{"Action":["s3:PutObject"],"Resource":"*","Effect":"Deny","Condition":{"StringNotEquals":{"s3:x-amz-
server-side-encryption":"AES256"}}},{"Action":["s3:PutObject"],"Resource":"*","Effect":"Deny","Condition":{"Bool":{"s3:x-
amz-server-side-encryption":false}}}]} 
      ServiceToken: 
        'Fn::GetAtt': 
          - ScpResourceLambda 
          - Arn 
  ScpResourceLambdaRole: 
    Type: 'AWS::IAM::Role' 
    Properties: 
      AssumeRolePolicyDocument: 
        Version: '2012-10-17' 
        Statement: 
          - Effect: Allow 
            Principal: 
              Service: lambda.amazonaws.com 
            Action: 
              - 'sts:AssumeRole' 
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      Path: / 
      ManagedPolicyArns: 
        - 'arn:aws:iam::aws:policy/service-role/AWSLambdaBasicExecutionRole' 
      Policies: 
        - PolicyName: scp-access 
          PolicyDocument: 
            Statement: 
              - Effect: Allow 
                Action: 
                  - 'organizations:UpdatePolicy' 
                  - 'organizations:DeletePolicy' 
                  - 'organizations:CreatePolicy' 
                  - 'organizations:ListPolicies' 
                Resource: '*' 
  ScpResourceLambda: 
    Type: 'AWS::Lambda::Function' 
    Properties: 
      Code: 
        ZipFile: |- 
 
          'use strict'; 
          const AWS = require('aws-sdk'); 
          const response = require('cfn-response'); 
          const organizations = new AWS.Organizations({region: 'us-east-1'}); 
 
          exports.handler = (event, context, cb) => { 
            console.log('Invoke:', JSON.stringify(event)); 
            const done = (err, data) => { 
              if (err) { 
                console.log('Error: ', err); 
                response.send(event, context, response.FAILED, {}, 'CustomResourcePhysicalID'); 
              } else { 
                response.send(event, context, response.SUCCESS, {}, 'CustomResourcePhysicalID'); 
              } 
            }; 
             
            const updatePolicies = (policyName, policyAction) => { 
              organizations.listPolicies({ 
                Filter: "SERVICE_CONTROL_POLICY" 
               }, function(err, data){ 
                   if (err) done(err); 
                   else { 
                     const policy = data.Policies.filter((policy) => (policy.Name === policyName)) 
                     let policyId = '' 
                     if (policy.length > 0)  
                      policyId = policy[0].Id 
                     else 
                      done('policy not found') 
                     if (policyAction === 'Update'){ 
                       organizations.updatePolicy({ 
                         Content: event.ResourceProperties.PolicyContents, 
                         PolicyId: policyId 
                       }, done) 
                     } 
                     else { 
                        organizations.deletePolicy({ 
                          PolicyId: policyId 
                        }, done) 
                     } 
                   } 
               }) 
            } 
             
            if (event.RequestType === 'Update' || event.RequestType === 'Delete') { 
              updatePolicies(event.ResourceProperties.PolicyName, event.RequestType) 
               
            } else if (event.RequestType === 'Create') { 
              organizations.createPolicy({ 
                    Content: event.ResourceProperties.PolicyContents,  
                    Description: event.ResourceProperties.PolicyDescription,  
                    Name: event.ResourceProperties.PolicyName,  
                    Type: "SERVICE_CONTROL_POLICY" 
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                   }, done); 
            } else { 
              cb(new Error('unsupported RequestType: ', event.RequestType)); 
            } 
          }; 
      Handler: index.handler 
      MemorySize: 128 
      Role: 
        'Fn::GetAtt': 
          - ScpResourceLambdaRole 
          - Arn 
      Runtime: nodejs12.x 
      Timeout: 120 
 

Appendix 4: Governing Data Encryption 
AWSTemplateFormatVersion: 2010-09-09 
Description: Configure automatic governance for data encryption 
Parameters: 
  ConfigRuleName: 
    Type: 'String' 
    Description: 'Checks whether EBS volumes that are in an attached state are encrypted.' 
    Default: EBS_VOL_ENCR_CHK 
  ConfigRuleName1: 
    Type: 'String' 
    Description: 'Checks whether storage encryption is enabled for your RDS DB instances.' 
    Default: RDS_DB_ENCR_CHK 
  ConfigRuleName2: 
    Type: 'String' 
    Description: 'Checks whether S3 storage encryption is enabled.' 
    Default: S3_ENCR_CHK 
  ManagedResourcePrefix: 
    Type: 'String' 
    Description: 'Prefix for the managed resources' 
  AllSupported: 
    Type: String 
    Default: 'true' 
    Description: Indicates whether to record all supported resource types. 
    AllowedValues: 
      - 'true' 
      - 'false' 
  IncludeGlobalResourceTypes: 
    Type: String 
    Default: 'true' 
    Description: Indicates whether AWS Config records all supported global resource types. 
    AllowedValues: 
      - 'true' 
      - 'false' 
  ResourceTypes: 
    Type: CommaDelimitedList 
    Description: A list of valid AWS resource types to include in this recording group. 
  Frequency: 
    Type: String 
    Default: 1hour 
    Description: The frequency with which AWS Config delivers configuration snapshots. 
  AllConfigTopicName: 
    Type: String 
    Default: '' 
    Description: All Configuration Notification SNS Topic. 
  SecurityAccountId: 
    Type: 'String' 
    Description: AWS Account Id of the Security account. 
 
  AuditBucketName: 
    Type: String 
    Default: '' 
    Description: Audit Bucket name from the Log Archive Account 
 
  AWSLogsS3KeyPrefix: 
    Type: 'String' 
    Description: 'Organization ID to use as the S3 Key prefix for storing the audit logs' 
 
Conditions: 
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  IsAllSupported: !Equals 
    - !Ref AllSupported 
    - 'true' 
 
Mappings: 
  Settings: 
    FrequencyMap: 
      1hour   : One_Hour 
      3hours  : Three_Hours 
      6hours  : Six_Hours 
      12hours : Twelve_Hours 
      24hours : TwentyFour_Hours 
 
Resources: 
  CheckForEncryptedVolumes: 
    Type: AWS::Config::ConfigRule 
    Properties: 
      ConfigRuleName: !Sub ${ConfigRuleName} 
      Description: Checks whether EBS volumes that are in an attached state are encrypted. 
      Source: 
        Owner: AWS 
        SourceIdentifier: ENCRYPTED_VOLUMES 
      Scope: 
        ComplianceResourceTypes: 
          - AWS::EC2::Volume 
 
  CheckForRdsStorageEncryption: 
    Type: AWS::Config::ConfigRule 
    Properties: 
      ConfigRuleName: !Sub ${ConfigRuleName1} 
      Description: Checks whether storage encryption is enabled for your RDS DB instances. 
      Source: 
        Owner: AWS 
        SourceIdentifier: RDS_STORAGE_ENCRYPTED 
      Scope: 
        ComplianceResourceTypes: 
          - AWS::RDS::DBInstance 
  CheckForS3StorageEncryption: 
    Type: AWS::Config::ConfigRule 
    Properties: 
      ConfigRuleName: !Sub ${ConfigRuleName2} 
      Description: Checks whether S3 storage encryption is enabled. 
      Source: 
        Owner: AWS 
        SourceIdentifier: S3_BUCKET_SERVER_SIDE_ENCRYPTION_ENABLED 
      Scope: 
        ComplianceResourceTypes: 
          - AWS::S3::Bucket 
  ConfigRecorder: 
    Type: AWS::Config::ConfigurationRecorder 
    Properties: 
      Name: !Sub ${ManagedResourcePrefix}-BaselineConfigRecorder 
      RoleARN: !Sub arn:aws:iam::${AWS::AccountId}:role/${ManagedResourcePrefix}-ConfigRecorderRole 
      RecordingGroup: 
        AllSupported: !Ref AllSupported 
        IncludeGlobalResourceTypes: !Ref IncludeGlobalResourceTypes 
        ResourceTypes: !If 
          - IsAllSupported 
          - !Ref AWS::NoValue 
          - !Ref ResourceTypes 
  ConfigDeliveryChannel: 
    Type: AWS::Config::DeliveryChannel 
    Properties: 
      Name: !Sub ${ManagedResourcePrefix}-BaselineConfigDeliveryChannel 
      ConfigSnapshotDeliveryProperties: 
        DeliveryFrequency: !FindInMap 
          - Settings 
          - FrequencyMap 
          - !Ref Frequency 
      S3BucketName: !Ref AuditBucketName 
      S3KeyPrefix: !Ref AWSLogsS3KeyPrefix 
      SnsTopicARN: !Sub arn:aws:sns:${AWS::Region}:${SecurityAccountId}:${AllConfigTopicName} 
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  AuthorizerDub: 
    Type: "AWS::Config::AggregationAuthorization" 
    Properties: 
      AuthorizedAccountId: !Ref SecurityAccountId 
      AuthorizedAwsRegion: eu-west-1 
Outputs: 
  BaselineConfigRecorder: 
    Description: Baseline Config Recorder 
    Value: !Ref ConfigRecorder 
  BaselineConfigDeliveryChannel: 
    Description: Baseline Config Delivery Channel 
    Value: !Ref ConfigDeliveryChannel 

Appendix 5: Incident Response 
AWSTemplateFormatVersion: 2010-09-09 
Description: Incident response stack 
Resources: 
  CloudWatchAlarmSSH: 
    Type: 'AWS::CloudWatch::Alarm' 
    Properties: 
      AlarmName: cwalarm_rejected_ssh 
      AlarmDescription: >- 
        A CloudWatch Alarm that triggers when there are rejected SSH connections 
        in a VPC (Default: 10 connections per hour). Requires VPC flow logs to 
        be enabled. 
      MetricName: RejectedSSHCount 
      Namespace: VPCFlowLogsMetrics 
      Statistic: Sum 
      Period: '3600' 
      EvaluationPeriods: '1' 
      Threshold: '10' 
      ComparisonOperator: GreaterThanOrEqualToThreshold 
      AlarmActions: 
        - 'arn:aws:sns:eu-west-1:645147117463:aws-controltower-SecurityNotifications' 
      TreatMissingData: notBreaching 
  MetricFilterSSH: 
    Type: 'AWS::Logs::MetricFilter' 
    Properties: 
      LogGroupName: aws-controltower/CloudTrailLogs 
      FilterPattern: >- 
        [version, account, eni, source, destination, srcport, destport="22", 
        protocol="6", packets, bytes, windowstart, windowend, action="REJECT", 
        flowlogstatus] 
      MetricTransformations: 
        - MetricValue: '1' 
          MetricNamespace: VPCFlowLogsMetrics 
          MetricName: RejectedSSHCount 
  CloudWatchAlarmVPN: 
    Type: 'AWS::CloudWatch::Alarm' 
    Properties: 
      AlarmName: vpnstate_alarm 
      AlarmDescription: >- 
        A CloudWatch Alarm that triggers when the state of both VPN tunnels in 
        an AWS VPN connection are down. 
      MetricName: TunnelState 
      Namespace: AWS/VPN 
      Statistic: Maximum 
      Period: '300' 
      EvaluationPeriods: '1' 
      Threshold: '0' 
      ComparisonOperator: LessThanOrEqualToThreshold 
      AlarmActions: 
        - 'arn:aws:sns:eu-west-1:645147117463:aws-controltower-SecurityNotifications' 
      Dimensions: 
        - Name: VpnId 
          Value: vpn-1122334455aabbccd 
  CloudWatchAlarmBilling: 
    Type: 'AWS::CloudWatch::Alarm' 
    Properties: 
      AlarmName: billing_alarm 
      AlarmDescription: >- 
        A CloudWatch Alarm that triggers the AWS bill reaches the specified 
        threshold (default: 100 USD). 
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      MetricName: EstimatedCharges 
      Namespace: AWS/Billing 
      Statistic: Maximum 
      Period: '21600' 
      EvaluationPeriods: '1' 
      Threshold: '100' 
      ComparisonOperator: GreaterThanOrEqualToThreshold 
      AlarmActions: 
        - 'arn:aws:sns:eu-west-1:645147117463:aws-controltower-SecurityNotifications' 
      Dimensions: 
        - Name: Currency 
          Value: USD 
  CloudWatchAlarmLogins: 
    Type: 'AWS::CloudWatch::Alarm' 
    Properties: 
      AlarmName: failed_console_logins 
      AlarmDescription: >- 
        A CloudWatch Alarm that triggers if there are AWS Management Console 
        authentication failures. 
      MetricName: ConsoleLoginFailures 
      Namespace: CloudTrailMetrics 
      Statistic: Sum 
      Period: '300' 
      EvaluationPeriods: '1' 
      Threshold: '1' 
      ComparisonOperator: GreaterThanOrEqualToThreshold 
      AlarmActions: 
        - 'arn:aws:sns:eu-west-1:645147117463:aws-controltower-SecurityNotifications' 
      TreatMissingData: notBreaching 
  MetricFilterLogins: 
    Type: 'AWS::Logs::MetricFilter' 
    Properties: 
      LogGroupName: aws-controltower/CloudTrailLogs 
      FilterPattern: >- 
        { ($.eventName = ConsoleLogin) && ($.errorMessage = "Failed 
        authentication") } 
      MetricTransformations: 
        - MetricValue: '1' 
          MetricNamespace: CloudTrailMetrics 
          MetricName: ConsoleLoginFailures 
  CloudWatchAlarmRootlogin: 
    Type: 'AWS::CloudWatch::Alarm' 
    Properties: 
      AlarmName: root_account_login 
      AlarmDescription: A CloudWatch Alarm that triggers if a root user uses the account. 
      MetricName: RootUserEventCount 
      Namespace: CloudTrailMetrics 
      Statistic: Sum 
      Period: '60' 
      EvaluationPeriods: '1' 
      Threshold: '1' 
      ComparisonOperator: GreaterThanOrEqualToThreshold 
      AlarmActions: 
        - 'arn:aws:sns:eu-west-1:645147117463:aws-controltower-SecurityNotifications' 
      TreatMissingData: notBreaching 
  MetricFilterRootlogin: 
    Type: 'AWS::Logs::MetricFilter' 
    Properties: 
      LogGroupName: aws-controltower/CloudTrailLogs 
      FilterPattern: >- 
        { ($.userIdentity.type = "Root") && ($.userIdentity.invokedBy NOT 
        EXISTS) && ($.eventType != "AwsServiceEvent") } 
      MetricTransformations: 
        - MetricValue: '1' 
          MetricNamespace: CloudTrailMetrics 
          MetricName: RootUserEventCount 
  CloudWatchAlarmAudittrail: 
    Type: 'AWS::CloudWatch::Alarm' 
    Properties: 
      AlarmName: cloudtrail_changes 
      AlarmDescription: A CloudWatch Alarm that triggers when changes are made to CloudTrail. 
      MetricName: CloudTrailEventCount 
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      Namespace: CloudTrailMetrics 
      Statistic: Sum 
      Period: '300' 
      EvaluationPeriods: '1' 
      Threshold: '1' 
      ComparisonOperator: GreaterThanOrEqualToThreshold 
      AlarmActions: 
        - 'arn:aws:sns:eu-west-1:645147117463:aws-controltower-SecurityNotifications' 
      TreatMissingData: notBreaching 
  MetricFilterAudittrail: 
    Type: 'AWS::Logs::MetricFilter' 
    Properties: 
      LogGroupName: aws-controltower/CloudTrailLogs 
      FilterPattern: >- 
        { ($.eventName = CreateTrail) || ($.eventName = UpdateTrail) || 
        ($.eventName = DeleteTrail) || ($.eventName = StartLogging) || 
        ($.eventName = StopLogging) } 
      MetricTransformations: 
        - MetricValue: '1' 
          MetricNamespace: CloudTrailMetrics 
          MetricName: CloudTrailEventCount 
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