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Abstract 

The purpose of the thesis was to study the state of usability and workload of video-based telemedicine software when 
subjects use three different software utilized in healthcare and gather information about what makes usability good 
or worse in telemedicine software. The thesis was a part of DigiSote and OSSI projects funded by the ELY Center of 
South Savonia from the European Social Fund and the Ministry of Social Affairs and Health. 
 
The method of the thesis was to act a made-up video-based telemedicine visit for control visit for high blood pressure 
where the subject would perform as a patient. Every participant conducted the same telemedicine visit with three 
different video-based telemedicine software and after using each software the questionnaires were answered. The 
questionnaires were Telehealth Usability Questionnaire (TUQ) and NASA Task Load Index Test (NASA-TLX). Also, in the 
end of the test qualitative comments were gathered from the participants. There were 21 participants taking part in 
the study, and they all were teachers or students at South-Eastern Finland University of Applied Sciences (XAMK) 
 
The state of usability was found good. The tested software received average results 4.35 ± 0.80, 3.39 ± 1.16 and 4.13 ± 
0.84 from TUQ. The modified Telehealth Usability questionnaire used in the thesis evaluated the usability with Likert-
scale from 1 to 5, 5 being the most positive option. Also, the workload while performing different tasks in made-up 
telemedicine visit was low. In NASA-TLX questionnaire the average results were 1.30 ± 0.54, 2.24 ± 1.10 and 1.62 ± 
0.84 with scale from 1 to 5, 1 being the least workload. Still, there were some differences in the usability of the soft-
ware. The most significant differences were in the Ease of use and learnability section of TUQ. The cause of this may 
be in login-phases of software. For example, software 2’s login-phase received bad qualitative comments and soft-
ware 2 received the lowest average score in Ease of use and learnability section. The lowest difference was in the In-
teraction quality-section, but this was mainly because the communication with the doctor was made-up. 
 
The results of the thesis contain some limitations; all users had higher education background and therefore the results 
cannot be generalized to make assumptions on whole population-level concerning the usability of video-based tele-
medicine software. The results also indicate the state of usability during the first-time when using the software tested 
in this study. 
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Opinnäytetyön tarkoituksena oli tutkia kolmen eri terveydenhuollossa videotapaamiseen käytettävien ohjelmistojen 
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ja OSSI-hankkeita, joita rahoitti Etelä-Savon Ely-keskus Euroopan sosiaalirahastota ja Sosiaali- ja terveysministeriö. 
 
Opinnäytetyön menetelmänä oli järjestää keksitty lääkärin etävastaanotto, jossa kommunikaatio tapahtuu videon 
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1. Introduction 

There is a clear need for digital services in health and social care sector. According to Hyppönen et 

al. (2018), the citizens see that multiple benefits can be achieved with digital services and those 

can be more efficient care, for example money and time savings compared to on-site visits. How-

ever, the biggest obstacles for digital services are that on-site visits can be replaced with digital 

services, the terms of use and manuals are too difficult, and users lack ability to use digital ser-

vices. Hyppönen & Ilmarinen (2016) have also found out usability is also one obstacle. There is also 

a clear lack of knowledge about the usability and accessibility of digital services used in health and 

social care.  

The thesis brings more in-depth knowledge about the state of usability of video-based telemedi-

cine software used in healthcare. The research was a part of DigiSote and OSSI projects and the 

projects were funded by the ELY Center of South Savonia from the European Social Fund and the 

Ministry of Social Affairs and Health. More information about these projects can be found in chap-

ter 2.2. 

1.1 eHealth and telemedicine 

eHealth is the top concept of digital systems and services used in healthcare. eHealth can mean 

different things such as electronic health records (EHR’s), electronic prescriptions, remote consult-

ing or electronic decision support and it contains different sub-concepts, one of which is telemedi-

cine. Telemedicine means treatment and care that is given remotely (Reponen, 2015). Telemedi-

cine can mean communicating via audio and video and it can be synchronous or asynchronous. 

Asynchronous telemedicine is mostly used when direct communication is not required between, 

for example a patient or a physician. The early telemedicine was mostly asynchronous but as tech-

nology has evolved the use of synchronous communication has increased. Synchronous communi-

cation can be educationally based, physician consulting another physician or patient visiting physi-

cian at a distance. Also, remote monitoring of blood pressure or blood sugar levels can be seen as 

a form of telemedicine (McGowan, 2008). 
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1.2 Video-based telemedicine appointments 

Video-based telemedicine appointments are executed so that the physician communicates via 

video and the patient is alone or with another healthcare professional. Video-based telemedicine 

allows both physician and patient to effectively communicate with geographical separation using 

devices such as smartphones, tablets or webcam enabled computers. (Reponen et al., 2015; 

Dhahri et al., 2020). According to Rodriquez et al. (2021), the coronavirus disease pandemic has 

increased the use of telemedicine, both video and telephone visits. Comparing video and tele-

phone visits shows that video visits allow a physical examination and a more personal connection 

between a physician and a patient. On the other hand, video visits require a video-enabled device, 

digital literacy and broadband internet access which may be an issue for some. (Rodriguez et al., 

2021) For effective video visits the telemedicine system must provide adequate quality video and 

audio in real-time so that visits are much like onsite face-to-face consultation experience (Malindi, 

2011). 

Telemedicine visits have been shown to have many benefits. Qiang & Marras (2015) conducted a 

survey of 34 patients with Parkinson’s disease who had telemedicine experience.  They found out 

that patients reported saving an average $200 (CAN) and 209 minutes in travel time due to tele-

medicine (Qiang & Marras, 2015). In the research of Nord et al. (2019) 650 patients were surveyed 

after receiving care from an on-demand telemedicine program with an emergency physician. Nord 

et al. (2019) inquired patients about alternative care to telemedicine visits that they had and 

found out that 70 patients would have done nothing, and they would not have seen an emergency 

physician. Nord et al. (2019) determined the cost impact of the on-demand telemedicine visit and 

outcome of that was net cost savings per telemedicine visit was calculated to vary from $19 - $121 

(USA) per visit. Results of the research of Nord et al. (2019) follows the results of the research of 

Qjang & Marras (2015) on cost-savings and raises the possibility that telemedicine video visits in-

crease the patients' access to healthcare services. 

2 Research 

2.1 Research question 

Despite several research in the world agreeing that patients feel generally satisfied with telemedi-

cine visits via video (Agnisarman et al., 2017; Layfield et al., 2020; Patel et al., 2021; Thelen-Perry 
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et al., 2018), there is still a lack of Finnish research in that area. There is no clear vision if the 

video-based telemedicine software in Finland are usable for meeting healthcare personnel in the 

distance. Because of a lack of vision there also is not any clear rules or guidelines on how to design 

usable software for video-based healthcare meetings and what could be potential stumbling 

blocks. Those studies that have been made about the usability of video-based telemedicine soft-

ware have been made outside Finland and usability being a cultural issue makes it hard to reliably 

apply those studies directly to Finnish circumstances. That is why it is necessary to have direct 

feedback from patients about the usability of software used in healthcare video-visits in Finland. 

The aim of this research is to study the usability of video-based telemedicine software when pa-

tients use three different software used in healthcare and gather information about what makes 

usability good or worse in telemedicine software. This study was part of two different projects 

that are introduced in chapter 2.2. The software tested in this research were used in these pro-

jects, which was the reason they were part of the study. As a result of this study healthcare provid-

ers can see if patients are able and feel comfortable to use video-based software in Finland and 

software providers are able to get guidelines for designing usable software for video-based meet-

ings to healthcare appointments. The aim of this research is to purely focus on the usability aspect 

of video-based telemedicine software and not for example on information security. 

Research question 1: What is the state of usability of tested video-based telemedicine software 

from a patient's point of view? 

Hypothesis 0: The patients feel comfortable using telemedicine software and the perceived usabil-

ity is good. This has been the case in different studies outside Finland (Agnisarman et al., 2017; Pa-

tel et al., 2021; Layfield et al., 2020; Thelen-Perry et al., 2018) 

Hypothesis 1: The state of usability is bad, and patients do not feel comfortable using telemedicine 

software. 

Research question 2: What affects usability negatively in video-based telemedicine software from 

a patient's point of view? 
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Hypothesis 0: The negative effects have been in initiation phase or with bad connection that re-

flects audio and video that has shown in the research of Agnisarman et al (2017) and Thelen-Perry 

et al. (2018). 

Hypothesis 1: The negative effects cannot be targeted. 

2.2 Projects of this research 

2.2.1 DigiSote-project 

DigiSote-project was a social and healthcare digitalization project in South Savonia, which aim was 

to develop skills and competences of social and health sector personnel as users of digital applica-

tions and as developers of digital services and work processes. The project also carried out for ex-

ample experimenting and modeling video-based telemedicine visits in health and social care, de-

veloping children’s and youth’s self-services with digital applications and created a model for the 

introduction of digital technology for professionals. The completion time of the project was be-

tween 2016 and 2018 and the partners were South-Eastern Finland University of Applied Sciences 

which was the administrator of the project, Diaconia University of Applied Sciences, The South 

Savonia social and health care authority (Essote) and East Savonia healthcare district (Sosteri). 

DigiSote-project was funded by the ELY Center of South Savonia from the European Social Fund 

(Eura2014, n.d), 

2.2.2 OSSI-project 

In the OSSI-project (in Finnish: Etelä-Savon asiakaslähtöinen palveluohjausverkosto ja osaamisk-

eskus omais- ja perhehoitoon) the aim was to develop more equal, coordinated and rise of ex-

pense restrained family care. As a result of the OSSI-project an OSSI-center was created to South 

Savonia, where family caregivers can seek counselling and guidance. Also, digital solutions in fam-

ily care were developed in this project. There was a total of 13 partners in this project such as 

South Savonia social and health care authority (Essote) which was the administrator of the project, 

South-Eastern Finland University of Applied Sciences, Diaconia University of Applied Sciences and 

East Savonia healthcare district (Sosteri). The project was funded by the Ministry of Social Affairs 

and Health (XAMK, n.d). 
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3 Human-Computer Interaction 

Human-computer interaction (HCI) is a research field that studies designing, evaluating and execu-

tion of interactive computer systems for the use of humans and phenomena that are associated 

with those. The mission of HCI is to identify features in information technology and usage situa-

tions that must be taken care of when designing computer products. Human-Computer interaction 

is a field that is a combination of different research fields, such as psychology, ergonomics and so-

ciology. (See Figure 1). (Majrashi & Hamilton 2014; Oulasvirta et al. 2011, pp. 15).  

 

Figure 1: Human-computer interaction and related research fields 

What makes HCI more interesting is that though it is a combination of different sciences it cannot 

be directly seen as just a combination of different fields. Meaning HCI is an own adaptation of sci-

ence that has evolved and delivered its own rules and norms. This is caused by the diversity of us-

age phenomenon. The other reason for HCI ‘s adaptation to its own science is the meaning of IT to 
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humans nowadays and how IT has started to change the essence of being a human thinking how 

many hours a day humans use different applications and computers. (Oulasvirta et al., 2011, pp. 

17) 

There are many views on what happens when a human interacts with a computer and how it 

should be described. Sonderegger et al. (2019) uses a term User Experience (UX) as an umbrella 

construct which encompasses the whole experimental space of human interacting with computer 

which is shown in Figure 2. This thesis focuses on usability which is a part of UX. According to 

Sonderegger et al. (2019) user experience also contains components such as affect, trust, value 

and aesthetics. 
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Figure 2: The user experience construct and its components 

4 Usability 

There are many ways to define usability. Usability can be seen as an essential goal of a product 

when the product design is based on users’ needs and requirements. This means that a usable 

product meets the users’ requirements, and the product supports the users’ actions (Oulasvirta et 
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al., 2011, pp. 103-104). Another way of defining usability is to quote Jakob Nielsen who said that 

usability is a combination of five different attributes of a product or a system. The attributes are 

learnability, efficiency, memorability, errors, and satisfaction (See Figure 3) (Nielsen, 2010, pp. 26). 

 

Figure 3: Nielsen’s usability model 

Efficiency references the user's ability to gain high productivity using a product.  Learnability 

means how easily a user can learn to use a product or a software. User satisfaction is a key factor 

in usability especially when satisfaction using a product is targeted. Errors and how you recover 

from those are of course a big factor in usability. Memorability signifies that a user can after a long 

pause use a product and the user remembers the product easily (Nielsen, 2010, pp. 26). 

Nielsen also has another way to define usability. You can design or evaluate a product’s or soft-

ware’s usability following 10 different heuristics. Heuristics means guidelines and rules that inter-

face, and software should follow to obtain good usability (Nielsen, 2010, pp. 115.). Those heuris-

tics are listed in Table 1 below according to Nielsen (2020): 
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Table 1: 10 usability heuristics according to Nielsen 

Heuristic What does it mean? 

#1 Visibility of system 

status 

The interface should always keep users informed about what is 

going on and what is the current system status. This information 

should be presented as quickly as possible. 

#2 Match between 

system and the real 

world 

The software should use the same language as the users’ do. This 

means using words and phrases that are familiar to the user and 

icons and concepts that are logical to the user. 

#3 User control and 

freedom 

Users sometimes make mistakes so the software should help to 

recover from those. This is easily done by supporting Undo- and 

Redo-commands and offering a clear way to exit current interac-

tion like a Cancel-button. 

#4 Consistency and 

standards 

The interface should use the same words, icons and actions that 

mean the same thing all over the interface. Good tip is to follow 

platform and industry conventions. 

#5 Error prevention As told before users make mistakes but the best solution is to de-

sign software so that the user cannot make mistakes. So, the er-

ror-prone conditions in the software should be removed. 
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#6 Recognition rather 

than recall 

User’s memory load should be minimized so the elements, ac-

tions and options should be well visible, and the needed infor-

mation should be available in the interface. 

#7 Flexibility and effi-

ciency of use 

Shortcuts for expert users should be provided and there should 

be even a possibility for users to tailor some actions. 

#8 Aesthetic and mini-

malist design 

Interfaces should only contain the information needed and all 

the irrelevant and even rarely needed information should be re-

moved. Every extra unit diminishes the relative visibility of an im-

portant unit. 

#9 Help users recog-

nize, diagnose, and re-

cover from errors 

When errors occur, good and informative error messages are im-

portant. The error messages should for example be expressed in 

plain language with no error codes. And the error messages 

should be traditionally visualized such as bold and red text. 

#10 Help and docu-

mentation 

In optimal circumstances there should not be any additional help 

or documentation but however those may be necessary to help 

users understand how to complete their tasks. 

 

4.1 What affects usability? 

Usability, not being easy to define perfectly, it is also a bit trivial to measure reliably. The reason 

for that is usability is not constant because usability changes for example during longitudinal usage 

of the same product. Karapanos et al. (2009) has identified different phases of product use and 

how phases affect usability and what users appreciate in different phases. For example, during a 

user's first experience with a product the most appreciated sectors of usability by the user are 
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learnability and aesthetic stimulation. When the product starts to be part of the user's daily life, 

long-term usability and usefulness starts to become more important to the user. 

The same effect was found when Sonderegger et al. (2012) conducted a multiple-session usability 

test with 60 participants. The participants used two different mobile phones for two weeks each, 

the other phone being more appealing than the other, and the participants were given different 

tasks to complete daily with the mobile phone (See Figure 4). Then participants completed ques-

tionnaires consisting of usability and aesthetic in the beginning of mobile phone usage and after 

seven and 14 days of use. The biggest finding was that the positive effect of the more appealing 

phone on usability started to vanish when the exposure time increased. The study of Sonderegger 

et al. (2012) indicates that product aesthetics influences usability and this should be considered 

when conducting one-off usability tests. 

 

Figure 4: Two versions of mobile phone: (a) aesthetically unappealing design and (b) aesthetically 

appealing design used in the study of Sonderegger et al. (2012) 

The concept of usability is also connected to the user’s context which makes usability also a cul-

tural issue. This means it is hard to create a universal approach to usability because external fac-

tors play an important role in how users use different products. According to Amant (2017) these 
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different external factors should be taken care of when designing products especially in healthcare 

settings (Amant, 2017). 

4.2 Effects of usability 

Davis (1993) developed a model called Technology Acceptance Model (TAM) that predicts user ac-

ceptance of computers and IT. According to Davis (1993) there are two specific variables, per-

ceived usefulness and perceived ease of use, that are crucial for technology acceptance (See Fig-

ure 5).  

 

Figure 5: Technology acceptance model (TAM) adapted from Davis (1993) 

Despite the Technology Acceptance Model being over 40 years old and that there has been devel-

oped new models that predict technology acceptance, TAM is still used widely in many areas for 

example in healthcare (Klaic & Galea, 2020; Knox et al., 2020; Nguyen et al., 2020).  

Lah et al. (2020) wanted to study further the Technology Acceptance Model and how usability af-

fects it. In this research the subjects used three different software products and after using each 

product the subjects rated their actual experience with three different surveys. Two of these sur-

veys were usability surveys, System Usability Survey (SUS) and Usability Metric for User Experience 

(UMUX-LITE), and the third survey was a modified survey of Technology Acceptance Model. As a 

result of this study, they found out correlation between perceived ease of use and usability. So, 

according to the research of Lah et al. (2020) it seems that usability has an effect also on technol-

ogy acceptance. 

  

Perceived 
usefulness 

Perceived ease 
of use 

Attitude towards 
use 

Behavioural in-
tention to use 

Actual use 
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Also, Jakob Nielsen has defined the connection between usability and technology acceptance. In-

stead of Davis’s Technology Acceptance Model Nielsen’s models are applied more to IT systems 

and Nielsen prefers to use term system acceptability which according to Nielsen means if the sys-

tem is good enough to satisfy the needs and requirements of the user. Nielsen divides system ac-

ceptability into practical acceptability and social acceptability. Practical acceptability has further 

been divided into different categories. Those categories are traditional like cost and reliability but 

there is also a category called usefulness. It means whether the system can be used to achieve 

goals that the user is desiring. Usefulness also can be divided into smaller categories such as utility 

and usability. According to Nielsen, a system's utility means that the functionality of the system is 

designed in a way that the user’s desired goals can achieve with the system. Usability then can be 

seen by how well the user is able to use that functionality (See Figure 6) (Nielsen, 2010, pp.25). 

 

Figure 6: Model of the attributes of system acceptability adapted from Nielsen (2010, pp.25) 

It has been proved that usability also influences more concrete things than user’s technology ac-

ceptance. In 2008 Finnish municipal elections they tried electronic voting devices but because of 

bad usability over 200 votes were left out. The cause of this was the users had not noticed press-

ing the OK-button and the device did not notify users to press it (Enlund, 2018). Usability was also 

an issue in Florida, USA in the presidential election in 2000. They used a so -called butterfly-ballot 
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where you must push the correct pin through the hole that lines the right candidate. This caused a 

problem when there were candidates on both sides of the page. If you wanted to vote for the can-

didate listed second on the left page you had to push the third hole (See Figure 7). There were 

thousands of voters that voted for the wrong candidate (Chisnell, 2016). 

 

Figure 7: Butterfly-ballot in the presidential election in 2000 

In healthcare, bad usability has also been an issue. For example, usability has been associated with 

patient safety issues, productivity loss and user frustration (Staggers et al., 2010). In Finland Kaipio 

et al. (2017) conduct a survey to physicians of usability of electronic health records (EHR). On a 

scale from 1 (fail) to 7 (excellent) used EHR systems got the average rating from 3.2 to 4.4. The re-

sults indicate that there are serious problems and usability issues in EHR systems that makes EHR’s 

difficult to use and disturbs physicians' routine work. According to Kaipio et al. (2017) when devel-

oping more usable IT systems for healthcare the clinicians’ point of view as a user should be con-

sidered and it should not be underestimated. 
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According to the theoretical framework of Davis (1993) and Nielsen (2010, pp.25) and findings of 

Kaipio et al. (2017), Chisnell 2016 and Staggers et al. (2010) the usability plays a vital role in ensur-

ing that systems used are effective, efficient and by a wide range of users. The studies of Staggers 

et al. (2010) and Kaipio et al. (2017) also indicate that this is the case also in healthcare and with-

out understanding usability and the relationship between usability and user experience and tech-

nology acceptance the whole potential of the benefits of IT in healthcare cannot be achieved. In 

fact, Jha et al. (2009) indicated that the adoption of IT in healthcare is lower than in other indus-

tries and one of the main causes may be poor usability. 

4.3 Complexity on designing usable software 

As we have noticed there are many ways to define usability and it means various things. In the end 

it is, despite all the definitions and heuristics that had been discussed earlier, a difficult task to de-

sign usable software according to Don Norman. Don Norman is a professor emeritus of Cognitive 

Science at the University of California and for example in the 1990s he was a User Experience Ar-

chitect at Apple Computer. According to Norman (2010) technology and software have become 

more important in our daily life and we are more dependent on technology in our work. This 

means that software and other digital products and how we use them are affected by organiza-

tional structures, social and political issues. As a result of this, designers and developers have be-

come more and more applied behavioral scientists. Designing usable software and products 

means understanding a human, including human cognition, sensory and motor systems, and a hu-

man as a part of different social networks and organizational structures (Norman, 2010). 

Norman (2010) also points out that designers and developers should also have knowledge on sci-

entific methods and statistics so they can perform valid and legitimate tests to their designed 

products. Without this knowledge of these fields the designing will be based on merely assump-

tions based on the designer’s own history and view of life and not on facts and science which may 

have a poor effect on usability (Norman, 2010). 

According to another usability guru, Steve Krug, who wrote the usability state-of-art book ”Don’t 

make me think”, every software development team should use a usability expert to build usability 

into their products. The problem with that is the vast majority cannot afford hiring a dedicated us-
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ability professional. And the problem in question has become larger because nowadays many vis-

ual designers and developers do interaction design and information architecture design which 

have a major effect on usability (Krug, 2014, pp. 5). 

5 Usability Questionnaires 

Questionnaires are a usable way to measure usability of a software and to find out what features 

users like or dislike.  In questionnaires the questions are presented to the respondent and the re-

spondent fills the correct answer. Questionnaires are indirect ways to measure usability because 

they do not measure the software itself but only users’ opinion about the software. Still question-

naires are direct methods when they measure user satisfaction (Nielsen, 2010, pp. 209 - 210). 

Rating scales of questionnaires are used especially when asked users how well they liked certain 

aspects or how useful they find various components. There are for example different semantic dif-

ferential and Likert scale questions that can be used in questionnaires, but it is good to keep in 

mind that only a few different types of questions should be added in the same questionnaire (Niel-

sen, 2010, pp. 213). According to Nielsen there needs to be at least 30 respondents in the usability 

questionnaire to get reliable results, and to prevent misunderstandings there should be done pilot 

work before starting the actual research with questionnaire (Nielsen, 2010, pp. 224). In this chap-

ter there are introduced usability questionnaires that have been used to study usability and inter-

action between human and computer in healthcare. 

5.1 Telehealth Usability Questionnaire (TUQ) 

Parmanto et al. (2016) realized that current telehealth usability questionnaires were designed 

mostly for older technologies such as video conferencing systems. Therefore, there was a need for 

a questionnaire that addresses the changes in telehealth service delivery and technology.  

Telehealth Usability Questionnaire contains a total of 21 different questions, and it uses 6 differ-

ent components for measuring the usability of telehealth (Figure 8). TUQ was designed combining 

three different usability questionnaires. The usability factors of telehealth come from Telemedi-

cine Satisfaction Questionnaire (Yip et al. 2003). The questions of usefulness and ease of use were 
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derived from the Technology Acceptance Model (Davis 1993) and the questions of ease of use, in-

terface quality, reliability, and satisfaction were derived from the IBM Post-Study System Usability 

Questionnaire (Lewis 1995). Parmanto et al (2016) indicates that Telehealth Usability Question-

naire is a solid, robust, and versatile measure. It is useful to measure the quality of the computer-

based user interface and the quality of telehealth interaction and services. 

 

Figure 8: Telehealth Usability Questionnaire 



22 
 

 

Hajesmaeel-Gohari & Bahaadinbejy (2021) compared different questionnaires used in telemedi-

cine service studies. They analyzed different telehealth studies and found 53 articles that met their 

criteria. For example, they ruled out articles that did not have full-text available or the question-

naires used lacked verified validity and reliability. In those 53 articles Telehealth Usability Ques-

tionnaire was the most common tool and it was used in 10 articles. The second most common tool 

was Telemedicine Satisfaction Questionnaire (Yip et al., 2003) and it was used in 7 articles. 

Hajesmaeel-Gohari & Bahaadinbejy (2021) notes that TUQ is usable for evaluating different types 

of telehealth systems from videoconferencing systems to computer and mobile based systems. 

TUQ can also be used to collect opinions of both patients and physicians (Hajesmaeel-Gohari & Ba-

haadinbejy, 2021). 

5.2 Nasa Task Load Index Test (NASA-TLX) 

Nasa Task Load Index Test is a questionnaire that measures workload while performing a task or 

immediately afterwards. NASA-TLX uses 6 different components to measure workload: mental de-

mand, physical demand, temporal demands, frustration, effort and performance. Subject rates 

each component from low to high and combined result of these components gives the mental 

workload of the measured task (See Table 2). At first NASA-TLX was designed to measure workload 

in aviation, but it has been turned out to be useful also in other fields when studying interaction 

between humans and computers, for example in healthcare (Agnisarman et al., 2017: Hart, 2006; 

Colligan et al., 2015). Agnisarman et al. (2017) conducted a study which used NASA-TLX when they 

researched the workload of using different video-based telemedicine software. The research of 

Agnisarman is explained more deeply in chapter 6. 
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Table 2: NASA Task Load Index-questionnaire adapted from Hart (2006) 

TITLE ENDPOINTS DESCRIPTIONS 

MENTAL DEMAND Low/High How much mental and perceptual activity was 
required (thinking, deciding, calculating, remem-
bering, looking, searching, etc.)? Was the task 
easy or demanding, simple or complex, exacting 
or forgiving?  

PHYSICAL 
DEMAND 

Low/High How much physical activity was required (push-
ing, pulling, turning, controlling, activating, etc.)? 
Was the task easy or demanding, slow or brisk, 
slack or strenuous, restful or laborious? 
  

TEMPORAL 
DEMAND 

Low/High How much time pressure did you feel due to the 
rate or pace at which the task or tasks elements 
occurred? Was the pace slow and leisurely or 
rapid and frantic? 

PERFORMANCE Good/Poor How successful do you think you were in accom-
plishing the goals of the tasks set by the experi-
menter? How satisfied were you with your per-
formance in accomplishing these goals?  

EFFORT Low/High How hard did you have to work (mentally and 
physically) to accomplish your level of perfor-
mance?  

FRUSTRATION 
LEVEL 

Low/High How insecure, discouraged, irritated, stressed 
and annoyed versus secure, gratified, content, 
relaxed and complacent did you feel during the 
task?  

 

6 Usability of video-based telemedicine visits 

Agnisarman et al. (2017) did a study where they evaluated the usability of four home-based tele-

medicine software: Doxy.me, Vidyo, VSee and Polycom. They used a within-subjects experimental 

design where every participant was asked to complete several tasks in each platform. Tasks were 

such as downloading software if needed, accessing the meeting, and communicating via video. Af-

ter completing the tasks for each platform participants answered the IBM Computer System Usa-

bility Questionnaire (CSUQ) and the Nasa Task Load Index Test. 19 participants completed the 

study. According to the results of CSUQ the participants were fairly satisfied with the usability of 

tested platforms. In Likert-scale from 1 to 5 all platforms received score higher than 3. The lowest 
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score was 3.28 and the highest score was 4.15. There were some statistically significant differ-

ences between platforms. The differences were found in areas such as task completion time, men-

tal demand, frustration and computer system usability scores. There were some usability issues, 

mainly during the initiation phase when installing software and creating an account. These usabil-

ity issues led to high mental demand and task completion time. Agnisarman et al. (2017) noted 

that the findings of this study would be useful for software developers to develop user-friendly tel-

emedicine systems. 

Patel et al. (2021) conducted a survey to patients who received medical care via video to under-

stand the technical challenges faced by patients. The survey featured questions about technical 

challenges, patient satisfaction and motivation and there were 180 patients that responded the 

survey. The software used in visits coupled with Vidyo and patients participated in meetings 

mainly via a smartphone or tablet. The patients were also given some instructions on how to com-

plete preparations before the appointment. Patients also had a possibility to test the connection 

via mobile app in advance. Patel et al. (2021) found out that the overall patient satisfaction was 

high and 90% of respondents agreed that the experience of video meeting was like face-to-face 

meeting. Even though the overall satisfaction was high 36 respondents had faced technical issues 

during the video meeting. These issues were mostly because of audio, video or connection. The 

research of Patel et al. (2021) shows that even if a customer faces technical issues, it does not im-

mediately affect the overall satisfaction of video meetings in healthcare. Still a meaningful number 

of respondents had technical issues in video meetings which should be taken into notice by 

healthcare providers, and this should be further researched. 

Layfield et al. (2020) researched the usability and patient satisfaction of head and neck ambulatory 

telemedicine patients. This study used Telehealth Usability Questionnaire (TUQ) and there were 

100 respondents. In this research patients used a commercial software in meetings and 78% of pa-

tients used smartphones. Other devices used were tablet, laptop and desktop. Before the meeting 

the patient had received instructions for accessing the video meeting. The patients were mostly 

pleased with telemedicine visits and the total average usability score was 6.01 in Likert-scale from 

1 to 7. The highest score was given when asking the satisfaction of the telemedicine visits, 6.29. 

The respondents noted that telemedicine visits increased the access to health care services and 

saved time. Interesting part of the study of Layfield’s et al. (2020) was that the lowest average 
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score was when asked if the system was able to do everything the respondent wanted it to be able 

to do, 5.27. Layfield et al. (2020) also addressed those 23 persons dropped out from this research 

and telemedicine visits because of socioeconomic circumstances or low technology literature and 

they were unable to have video-based telemedicine visits. 

Johnson et al. (2020) studied the usability of video-based telemedicine visits of breast cancer pa-

tients. The method used was Telehealth usability questionnaire (TUQ) with Likert scale 1-7 and 

there were 75 patients that completed the survey. The respondents answered the survey within 2 

days after the video meeting. 26 of 75 respondents this was their first video-based telemedicine 

visit and 31 respondents have had 2 or more telemedicine visits before this one. The median age 

of respondents was 63 ranging between 25-83 years. Patients were generally satisfied with the 

video-based telemedicine visits, and they find it usable, the overall usability score being 5.5. Even 

though there were differences between respondents age and number of prior telemedicine visits 

Johnson et al. (2020) found that the usability scores were not associated with respondents age or 

prior telemedicine visits. Some patients had experienced some connection troubles and those pa-

tients were associated with lower usability scores than those who did not have connection issues. 

In the research of Thelen-Perry’s et al. (2018) 20 urology patients were interviewed about their 

experience about video-based visits. The telemedicine visits were return visits of the patient's ini-

tial in-clinic visits, and they were conducted by a single urologist. Patients were provided in ad-

vance step-by-step instructions on how to download a smartphone application and access to video 

meetings. Patients also had a possibility to get assistance with downloading the application by an 

officer. Thelen-Perry et al. (2018) conducted a semi-structured telephone interview with patients 

after the meeting and they found out that the patients were pleased with the video visit experi-

ence. Most patients reported that they only had minimal issues when joining the video meeting, 

but some had problems with downloading the video application. Patients did not have problems 

with the quality of video but there were some issues with audio. According to Thelen-Perry et al. 

(2018) the key factors for successful adoption of video-based telemedicine would be obtaining di-

rect feedback from patients and identifying technical issues. 

Despite several studies in the world agreeing that patients feel generally satisfied with telemedi-

cine visits via video and that the usability of video-based telemedicine software is good, there is 
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still a lack of Finnish research in that area. For example, there was not any Finnish-based research 

to be found when searching usability research of video-based telemedicine visits from patients’ 

point of view from PubMed-or ProQuest Central-databases. 

7 Research method 

The method of this test was to act a made-up video-based telemedicine visit for control visit for 

high blood pressure where the subject would perform as a patient. So, the subject was suffering 

an imagined high blood pressure. Every participant conducted the same telemedicine visit with 

three different video-based telemedicine software and after using each software the question-

naires were answered. The order of software used for all participants was based on Latin square to 

ensure each software would occur evenly in the test order (See Table 3).  

Table 3: Testing order of software for different groups 

Group 1 Group 2 Group 3 

Software 1 Software 2 Software 3 

Software 3 Software 1 Software 2 

Software 2 Software 3 Software 1 

 

The test started with both researchers greeting and welcoming the subject. After that the re-

searcher who would be the doctor in the test left for another room and the other researcher 

stayed with the subject (See Figure 9). Then the researcher conducted proper guidance to the sub-

ject about what the test will be, ending the subject granting a permission to participate in the re-

search. After the granted permission the actual part of the test started. 
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Figure 9: Research situation 

As a start of the telemedicine visit the doctor, who was the other researcher, sent to the subject 

an email-invitation, which contained instructions how to join the telemedicine meeting. Both re-

searchers had a made-up manuscript of how the visit with the doctor would advance and the sub-

ject was given a new task when the latter one had been successfully completed (See Appendices 4-

6). The tasks were such as joining the meeting, having a made-up conversation with the doctor 

telling blood pressure results, muting and unmuting the microphone, setting a meeting to full-

screen and leaving the meeting. Telling the blood pressure results happened conversing with soft-

ware 1 and 3 but with software 2 it happened via chat-window because the software had that fea-

ture. The researcher, who was in the same room as the subject, observed the test situation and if 

the subject could not successfully complete the task the researcher helped the subject with the 

task. When all tasks were completed, the subject then conducted a usability questionnaire that 

included Telehealth Usability Questionnaire (TUQ) (See Appendix 1) and Nasa Task Load Index 

(NASA-TLX) (See Appendix 2). After filling the questionnaire then the subject was guided to test 

other 2 software, a new email-invitation was sent and test procedure with tasks started again (See 

Figure 10). After all three software were tested, a small interview section was held by researchers 

where the subject reviewed software and possible errors that had occurred in the test. In the end 

the subjects also ranked the software, which they would prefer the most in video-based telemedi-

cine meeting and which they prefer the least (See Appendix 3). 
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Figure 10: Research method 

The research method of this study followed mainly the same procedure as in the usability research 

of Agnisarman’s et al. (2017) on four different video-based telemedicine software. Some changes 

were still made. In the study of Agnisarman’s et al. (2017) questionnaires used were Computer 
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System Usability Questionnaire (CSUQ) and NASA-TLX but in our research we changed CSUQ to 

TUQ because we wanted to use a more telemedicine-based usability questionnaire. The tasks in 

our research were mainly the same with only minor changes mainly because of the differences in 

the software of our research and Agnisarman’s et al (2017) research.  

Telehealth Usability Questionnaire was modified for this research because TUQ included questions 

about usefulness and reliability and to answer those questions reliably the subject needs to have 

experience and history of using telemedicine services. Therefore, TUQ in this study included only 

four components, which were ease of use and learnability, interface quality, interaction quality 

and satisfaction and future use.  NASA Task Load Index Test was also slightly adjusted to meet the 

purposes of this study. Original NASA-TLX uses a 21-scale questionnaire, but we only use a scale 

from 1 to 5 so the questionnaire which contains TUQ and NASA-TLX will look in-line. The question-

naire was digital, and it was created in Google Forms. 

For email-invitations for doctor’s appointments a Gmail-account was created. The participants 

used that Gmail-account where the email-invitations were sent so the participants did not use 

their own email accounts. As told before the email-invitations contained instructions how to ac-

cess the meeting via a tested system. The instruction basically included the right URL-address and 

notification to follow the instruction provided by the software. We wanted that there was availa-

ble as little information as possible because according to Nielsen’s usability heuristic #10 Help and 

documentation in optimal circumstances of usability there should not be any need of additional 

help or documentation (Nielsen, 2020) 

Before the actual test with real subjects the test procedure was tested with 5 test subjects and the 

procedure was found out working as it should be and the research with real subjects could start. 

Though some adjustments with the test situation and procedure were made because of issues 

found with test subjects. 

7.1 Software in research 

The software introduced in this chapter were used either in the DigiSote-project or Ossi-project 

and that is the reason why those were tested in this research. The test was conducted using Win-
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dows 10-operating system and Google Chrome-browser because all software tested worked with-

out any issues on that. For example, two software did not function at all with Internet Explorer- or 

Safari-browsers with 11-version or older because software used WebRTC for transmitting video 

signals and those browsers did not support WebRTC.  The research was done in 2018 so there may 

have been changes in tested software after that, so the result of this study does not represent the 

status of these software at the date of the publication of the thesis. 

7.1.1 Software 1 

In Software 1 an organization has its own workplace where a patient can see all the available pro-

fessionals that are logged in. This means that the patient needs to first access the workplace 

through the right URL address. Then the patient has to find the right professional from the contact 

list and then call the professional (See Figure 11).  

 

Figure 11: Accessing the video meeting with software 1 
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In a meeting there are buttons to mute microphone and audio and a red telephone for leaving the 

meeting. The doctor is in the center of the screen and the patient’s own video is on the top right 

corner of the screen. Under the doctor’s view there are two drop-down buttons for changing the 

source of the video and audio (See Figure 12). 

 

Figure 12: Meeting view of patient with software 1 

7.1.2 Software 2 

Software 2 is based on different meeting rooms where participants could access the meeting. The 

right URL-address of the correct meeting room should be provided in the forehand and access 

happens through that address by typing your own name and copy-pasting the URL address in the 

login-page (See Figure 13). In the Connect-button there is a drop-down menu for adjusting video 

and audio settings. 
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Figure 13: Login with software 2 

When in a meeting with software 2 the patient can see the doctor in the middle of the screen and 

the patient is in the right top corner. Below the screen there are multiple buttons for example 

muting microphone or sharing an own screen. There is also a possibility to change a doctor’s video 

in the full screen mode which can be done with a button that is in the down-right corner of the 

screen. In this software there is a chat-functionality and we used that in our research to type the 

correct blood pressure result which is on the left side of the screen (See Figure 14). 
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Figure 14: Meeting view of patient with software 2 

7.1.3 Software 3 

Accessing a meeting in Software 3 happens through an invitation message that is automatically 

sent by the software. Message contains a link that redirects the patient to the meeting. This soft-

ware uses Vidyo Web-plugin, and the plugin needs to be downloaded when using this software for 

the first time. When using software 3 for the first time it redirects you automatically to download 

the Vidyo web-plugin (See Figure 15 & Figure 16). 
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Figure 15: Downloading Vidyo web-plugin part 1 

 

Figure 16: Downloading Vidyo web-plugin part 2 

In a meeting the patient is in the center of the screen and the patient's own video is in the down-

right corner. Below the patient’s video there are buttons to change the doctor’s video to full 

screen-mode and to leave the meeting. Far left from those buttons there are other buttons for 

muting microphone and audio and stopping your own video. On the left side of the screen the pa-

tient can see the participants of the meeting and is also able to share documents etc. (See Figure 

17). 
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Figure 17: Meeting view of patient with software 3 

7.2 Participants 

The subjects in the study (n = 21) were teachers or students at South-Eastern Finland University of 

Applied Sciences (XAMK). There were 12 students and 9 teachers. The mean age of student’s was 

33 years and teacher’s 51 years. The mean age of all participants was 41 years. The participants 

were all Finnish, so the questionnaires and manuscripts were all in Finnish. The participants re-

cruited via email-advertisements. During the recruitment the participants conducted a pre-test 

survey where participants evaluated their experience and know-how on telemedicine software, 

Windows-operating system and Google Chrome-browser. To minimize the effect of learnability of 

tasks of the test and telemedicine software the participants were divided into three groups by 

Latin square, so the test order of software was randomized. Factors of the pre-test survey were 

considered in the division, so the groups matched each other by know-how on telemedicine soft-

ware, Windows-operating system and Google Chrome-browser. As a prize of participation, the 

participants were given two movie tickets. 
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7.3 Statistical analysis 

The averages and standard deviations were calculated in Microsoft Office Excel 2013-software 

((Microsoft Corporation, Redmond, Washington, USA). Figures and tables of the results were cre-

ated also in Excel to visualize the results. Though there were three different groups for partici-

pants the results were processed as a one group because of the Latin square that diminished the 

risk of learnability by ensuring that all software occurred evenly in the testing order. 

7.4 Ethical analysis 

This study was approved by the ethical committee of South-Eastern Finland University of Applied 

Sciences. The participants were recruited via email that were sent to the students and teachers at 

South-Eastern Finland University of Applied Sciences. The email contained information about the 

research method so that the participants would have a clear understanding about the research. 

Before the test the participants were given instructions and information about the research and 

the research method. After that the participant was asked to give a confirmation to the research. 

During the testing procedure the participant was able to stop the test whether the participants felt 

like it. 

The information gathered from the participants were all in digital form. The information was basi-

cally the results from the questionnaires and the final interview which included ranking tested 

software from the most preferred to the least preferred and commenting on the used software. 

The questionnaires were conducted in Google Forms and the participants were given a unique ID 

which could not be linked to a certain person. The participants used that ID when responding to 

the questionnaires and the researcher used the same ID when writing down to Google Sheets the 

main findings of the final interview. When all the participants had participated in the study all the 

files from the Google Cloud were downloaded locally and all the files from the cloud were deleted. 

Also, the back-up files were created and those were in the network drive of South-Eastern Finland 

University of Applied Sciences. 
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8 Results 

8.1 Telehealth Usability Questionnaire 

Usability of three video-based telemedicine software were evaluated by modified Telehealth Usa-

bility Questionnaire with Likert-scale from 1 to 5. Total average scores can be seen in Figure 18. 

Software 1 received the highest average score 4.33 ± 0.80 while software 3 received the second 

highest score 4.13 ± 0.84. The lowest average score was for software 2 with an average of 2 3.39 ± 

1.16. 

 

Figure 18: Total average results and deviations of Telehealth Usability Questionnaire 

TUQ includes four different components, which are ease of use and learnability, interface quality, 

interaction quality and satisfaction and future use. The average scores of these components are 

seen in Figures 19, 23, 28 and 33. In this chapter there are also result-charts of each question fol-

lowing the component which they are included. 

Software 1 received the highest averages in all four components. Ease of use and learnability was 

evaluated as average 4.49 ± 0.71. interface quality was 4.31 ± 0.78. interaction quality was 4.35 ± 
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0.88 and satisfaction and future use was evaluated 4.29 ± 0.91. The second averages received soft-

ware 3 and its averages were in ease of use and learnability 4.16 ± 0.77, interface quality was 4.12 

± 0.86, interaction quality was 4.20 ± 0.94 and satisfaction and future use was 4.04 ± 0.79. The 

lowest average was evaluated to be in software 3 with ease of use and learnability’ average and 

standard deviation being 3.04 ± 110, interface quality’s 3.14 ± 1.09, interaction quality’s 4.06 ± 

0.95 and satisfaction and future use’s 3.21 ± 1.20. The results of TUQ are further discussed and an-

alyzed in the chapter 9. 

8.1.1 Ease of use and learnability 

There were three questions in the Ease of use and learnability-section and the questions varied 

from simplicity and learnability to producibility. The results of those questions can be viewed from 

the Figures 20 - 22. The total average scores of ease of use and learnability-component is seen in 

figure 19. 

In the questions of this component software 1 received average scores 4.57 ± 0.81, 4.67 ± 0.58 

and 4.24 ± 0.70. The lowest averaged received software 2 with the averages of 2.71 ± 1.06, 3.14 ± 

1.20 and 3.29 ± 1.00 and software 3 got averages scores of 4.19 ± 0.81, 4.29 ± 0.72, 4.00 ± 0.77. 
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Figure 19: Average results and deviations of ease of use and learnability 

 

Figure 20: Average results and deviations of question 1 of TUQ 
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Figure 21: Average results and deviations of question 2 of TUQ 

 

Figure 22: Average results and deviations of question 3 of TUQ 
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8.1.2 Interface quality 

In the Interface quality-section there were four questions which asked respondents to rank the 

interaction with the software, did they like the software, was the software simple to understand 

and if the software was able to do everything they wanted. The results of those questions can be 

viewed from the Figures 24 - 27. The total average scores of interface quality-component is seen in 

figure 23. 

In the questions of this component software 1 received average scores 4.29 ± 0.85, 4.43 ± 0.68, 

4.38 ± 0.92 and 4.14 ± 0.65. Software 2 received the averages of 3.19 ± 1.21, 3.05 ± 1.02, 2.76 ± 

1.14 and 3.57 ± 0.87 and software 3 got averages scores of 4.10 ± 0.77, 4.10 ± 0.94, 4.19 ± 0.98 

and 4.10 ± 0.77. 

 

Figure 23: Average results and deviations of interface quality 
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Figure 24: Average results and deviations of question 4 of TUQ 

 

Figure 25: Average results and deviations of question 5 of TUQ 
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Figure 26: Average results and deviations of question 6 of TUQ 

 

Figure 27: Average results and deviations of question 7 of TUQ 
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8.1.3 Interaction quality 

Interaction quality-section contained four questions that inquired how easily the respondents 

could talk to or hear the clinician with the software and the respondents’ feelings if they were able 

to express themselves effectively. The last question of this section was about if the respondent 

was able to see the clinician as well as met in person. The results of those questions can be viewed 

from the Figures 29 - 32. The total average scores of interaction quality-component is seen in 

figure 28. 

In the questions of this component software 1 received average scores 4.29 ± 0.96, 4.71 ± 0.56, 

4.43 ± 0.68 and 3.90 ± 1.09. Software 2 received the averages of 4.10 ± 0.83, 4.57 ± 0.75, 3.76 ± 

1.09 and 3.81 ± 0.93 and software 3 got averages scores of 4.38 ± 0.80, 4.48 ± 0.93, 4.10 ± 0.89 

and 3.86 ± 1.06. 

 

Figure 28: Average results and deviations of interaction quality 
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Figure 29: Average results and deviations of question 8 of TUQ 

 

Figure 30: Average results and deviations of question 9 of TUQ 
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Figure 31: Average results and deviations of question 10 of TUQ 

 

Figure 32: Average results and deviations of question 11 of TUQ 

4.43
3.76 4.10

0.00

1.00

2.00

3.00

4.00

5.00

6.00

10: I felt I was able to express myself effectively

Software 1 Software 2 Software 3

3.90 3.81
3.86

0.00

1.00

2.00

3.00

4.00

5.00

6.00

11: Using the telehealth system, I could see the clinician as 
well as if we met in person

Software 1 Software 2 Software 3



47 
 

 

8.1.4 Satisfaction and future use 

The last section of Telehealth Usability Questionnaire was Satisfaction and future use and it con-

tained four questions where respondents gave their rank for every software if they felt comforta-

ble communicating with the clinician with the software and if it is an acceptable way to receive 

healthcare services. This section also included the respondents to evaluate if they would use this 

software again in telehealth. The last question was if the respondent in overall was satisfied with 

the software. The results of those questions can be viewed from the Figures 34-37. The total 

average scores of satisfaction and future use-component is seen in figure 33. 

In the questions of this component software 1 received average scores 4.00 ± 0.77, 4.29 ± 0.72, 

4.48 ± 0.60 and 4.38 ± 0.67. Software 2 received the averages of 3.29 ± 1.15, 3.19 ± 1.12, 3.24 ± 

1.41 and 3.14 ± 1.20 and software 3 got averages scores of 3.90 ± 0.83, 4.05 ± 0.74, 4.19 ± 0.81 

and 4.05 ± 0.80. 

 

Figure 33: Average results and deviations of satisfaction and future use 
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Figure 34: Average results and deviations of question 12 of TUQ 

  

Figure 35: Average results and deviations of question 13 of TUQ 
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Figure 36: Average results and deviations of question 14 of TUQ 

 

Figure 37: Average results and deviations of question 15 of TUQ 
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8.2 NASA-TLX 

The participants’ workload while performing tasks in video-based meetings with different soft-

ware was measured with the Nasa Task Load Index Test (NASA-TLX). NASA-TLX evaluates the 

workload with six different components, mental demand, physical demand, temporal demands, 

frustration, effort and performance, with Likert-scale from 1 to 5. The lower average means lower 

workload in all components, except in the performance component where higher average means 

better performance. The results of NASA-TLX are shown in Figures 39 – 44. The total scores of 

NASA-TLX are seen in Figure 38. 

The lowest workload while performing video-based telemedicine meetings was estimated to be in 

software 1 in five components. The averages with standard deviation were in mental demand 1.42 

± 0.60, in physical demand 1.19 ± 0.40, in temporal demand 1.29 ± 0.46, in effort 1.48 ± 0.75 and 

in frustration 1.14 ± 0.36. The second lowest averages received software 3 averages being in men-

tal demand 1.85 ± 0.85, in physical demand 1.24 ± 0.43, in temporal demand 1.52 ± 0.68, in effort 

2.04 ± 1.12 and in frustration 1.43 ± 0.74. The highest averages and highest workload in five com-

ponents were with software 3 and averages were in mental demand 2.76 ± 0.94, in physical de-

mand 1.43 ± 0.81, in temporal demand 1.90 ± 1.00, in effort 2.86 ± 1.01 and frustration 2.24 ± 

1.09. The performance-component was drop out from the total average because of reliability issue 

that is further expressed in the chapter 9.4. In performance component software 1 and 3 received 

the highest average when both received the average of 4.19. The standard deviation of software 1 

was 1.17 and software 3 was 0.98. Software 2’s performance average was evaluated as 3.48 ± 

1.21. The results of NASA-TLX are further discussed and analyzed in the chapter 9. 
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Figure 38: Total average results and deviations of NASA Task Load Index 

 

Figure 39: Average results and deviations of mental demand of NASA Task Load Index 
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Figure 40: Average results and deviations of physical demand of NASA Task Load Index 

 

Figure 41: Average results and deviations of temporal demand of NASA Task Load Index 
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Figure 42: Average results and deviations of performance of NASA Task Load Index 

 

Figure 43: Average results and deviations of effort of NASA Task Load Index 
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Figure 44: Average results and deviations of frustration of NASA Task Load Index 

8.3 Participants’ preferences 
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The result of rankings is shown in Table 4. 

Table 4: Participants’ references of tested software 
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8.4 Participants’ comments 

The participants gave their comments about tested software in the end of the testing session. The 

comments were mostly made about usability errors in software and examples of those comments 

can be seen in Table 5. 

Table 5: Examples of participants’ qualitative comments about tested software. The comments are 

translated from Finnish to English. 

Software 1 Software 2 Software 3 

No extra waiting times or 
downloading extra features 
or add-on. 

Bad usability. Too complex 
to get into the meeting.  

The button for leaving the 
meeting was hard to dis-
cover.  

Interface did not clearly 
communicate whether the 
microphone was on or off 

Also chat-window was too 
small. Hard to read the text 
in it. 

The icons were hard to un-
derstand what they meant. 

Easy to use and functional Trying to use the software 
almost caught all the atten-
tion from the meeting and 
communicating with the 
doctor 

The first impression about 
the login was not pleasant.  

9 Discussion 

Aim of the thesis was to study usability and workload of video-based telemedicine software and 

get patients’ point of view from those aspects in simulated video-visits with a doctor. The results 

of the study can be used by healthcare professionals to get further knowledge about the state of 

usability of video-based telemedicine software and they can improve their guidance to patients 

when they start to use video-based telemedicine software. The results can be benefit also by soft-

ware providers to get valuable information about what should be taken care of when designing 

video-based telemedicine software. 
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In the usability test three video telemedicine software were tested. There were 21 participants 

who gave their opinion about software’s usability and workload after they had used software. The 

opinions were gathered with Telehealth Usability Questionnaire (TUQ) and Nasa Task Load Index-

test (NASA-TLX).  Also, participants gave their preferences about tested software and qualitative 

comments were gathered from participants. In the test participants performed a simulated video-

visit with a doctor with given tasks that considered using software and communicating with the 

doctor. There did not occur any major issues during tests and there were no dropouts. Still some 

participants experienced some connectivity problems which caused some audio problems. The ex-

perienced connectivity problems were still mild and there were not any big differences between 

the participants. 

9.1 Usability 

Usability of three video-based telemedicine software were evaluated by modified Telehealth Usa-

bility Questionnaire with Likert-scale from 1 to 5. Software 1 received the highest average score 

(4.33 ± 0.80) while the lowest average score (3.39 ± 1.16) was for software 2. Software 3 had an 

average score (4.13 ± 0.84) which was close with software 1. TUQ examined usability more deeply 

with four different components. Those components were ease of use and learnability, interface 

quality, interaction quality and satisfaction and future use. Three components, ease of use and 

learnability, interface quality and satisfaction and future use, had more or less the same average 

scores than the total averages of TUQ. In the Interaction quality-section there weren’t any big dif-

ferences and that is discussed more deeply in the chapter 9.1.3. 

One major inspiration for this study was that there was a lack of video-based telemedicine usabil-

ity studies that were based in Finland. Though there are international usability studies about the 

problem in question it is hard to use the results of those studies in Finland. One reason for that is 

that usability is a cultural issue. According to Amant (2017) external factors play a huge role in how 

users use different products. For example, in Finland there can be different external factors than in 

the United Kingdom or in the United States. When comparing the received TUQ scores to other 

video-based telemedicine usability studies that also used TUQ, the results were much in line with 

those studies. In the studies of Layfield’s et al (2020) and Johnson’s et al (2020) software received 

good ratings with TUQ. In Likert scale from 1 to 7 the ratings were 6.01 and 5.5. It is safe to say 
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that perceived usability in average is much the same in this research than in the research of Lay-

field et al. (2020) and Johnson et al. (2020).  It is good to keep in mind that there are some limita-

tions that must be taken care of when comparing the results of this study to other studies because 

there were some differences in the research methods and setups. For example, in the research of 

Layfield’s et al. (2020) the patients had the possibility to get help and instructions before having 

the actual video meeting with the medical personnel and in this study the participants were not 

able to get instructions or help. When comparing the results of this study to Agnisarman’s et al. 

(2017) which had the similar test method and setup, we can see that their results are also much 

similar. In the study of Agnisarman et al (2017) they had a different usability survey, but the survey 

was using the same Likert-scale that this study. In the study of Agnisarman et al. (2017) four differ-

ent video platforms received usability scores between 3.28 – 4.15 and in this study three different 

software received usability scores between 3.39 – 4.33. 

There were not any major connection problems in this research mainly because the testing envi-

ronment was in the campus of Xamk, and the participant and the doctor were in the rooms next to 

each other. But when looking to studies that had participants that had a real-life experience with 

the video-based telemedicine software we can see that connections problems are an issue. For ex-

ample, in the studies of Thelen-Perry’s et al. (2018), Patel’s et al. (2021) and Johnson’s et al. (2020) 

there were documented connections issues and those issues affected usability negatively. So, the 

usability scores in this study may be a bit higher than when using these software in real-life be-

cause according to other studies the connection problems do occur in real-life video-based tele-

medicine meetings, and it makes usability worse. 

According to Karapanos et al. (2009) during the user’s first experience with a product the most ap-

preciated sectors of usability are learnability and aesthetic stimulation. We can see that in the 

Learnability-section of Telehealth Usability Questionnaire software 2 received the lowest average 

score of tested software. Also, software 2 received the worst score in Interface quality- and Satis-

faction and future use-sections. It could be that software 2 received the lowest average score be-

cause respondents thought it was the hardest software to learn to use and it affected other sec-

tions of usability because learnability is one of the most appreciated sectors of usability during the 

first time using a product. The same effect could also be in aesthetic stimulation because software 

2 received the lowest score also in that section. 
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9.1.1 Ease of use and learnability 

The first question of this section inquired about whether the software was simple to use. The sim-

plest software to use was software 1 with an average of 4.38 ± 1.12. According to respondents, 

software 1 was also easiest to learn (4.67 ± 0.58) and they believed they could become productive 

quickliest with software 1 (4.24 ± 0.70). The lowest averages received software 2 with the aver-

ages of 2.71 ± 1.06, 3.14 ± 1.20 and 3.29 ± 1.00 and software 3 got averages scores of 4.19 ± 0.81, 

4.29 ± 0.72, 4.00 ± 0.77. 

The interesting factor in this section is that tested software included different login steps. In the 

research of Agnisarman et al. (2017) the extra steps in the initiation phase caused lower usability 

and higher mental demand. In software 1 the patient was able to get the right meeting with the 

right URL address and choose the right professional from the contact list. To access the right meet-

ing with software 2 the patient only needs the right URL address. With software 3 after accessing 

the right URL the patient needs to download Vidyo-plugin with Google Chrome-browser’s own 

web store features. Though the software 2 had the least steps in the login-phase it still received 

the worst scores from tested software in this section. This differed from the results of Agnirman’s 

et al (2017) where it seemed that the most steps affected negatively to usability and mental de-

mand. Software 2 also received bad qualitative comments about too much complexity to get into 

the meeting which could indicate that software 2 had a more difficult initiation phase compared to 

software 1 and 3. 

9.1.2 Interface Quality 

Software 1 received the highest averages in this section and total average was 4.31 ± 0.78 while 

software 3 received 4.12 ± 0.86. Software 2 got the lowest average scores of this section and the 

total average of this section was 3.14 ± 1.09. The highest average of different question in this sec-

tion was found in question 5, which inquired if the participant liked the software. Software re-

ceived the average 4.43 in that question while software 2 got 3.05 ± 1.02 and software 3 got 4.10 

± 0.94. The lowest average scores in different question in this section was in question 6 which was 

about if the software was simple and easy to understand. In that question Software 2 gained the 

average of 2.76 ± 1.14. The averages scores of this section were much like the averages scores in 

the first section of TUQ, Ease of use and learnability.  
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Aesthetic stimulation according to Karapanos et al. (2009) is one of the most appreciated sectors 

of usability when using a product for the first time. When taking a closer look to the questions of 

TUQ we can see that the Interface quality-section holds questions that can be drawn to aesthetic 

stimulation. So, the participants may have been fooled by the aesthetic stimulation when they 

have answered to these questions and the differences of this section could be explained by aes-

thetic stimulation. But it is also possible that the reason for the differences in this section could be 

explained by the same reason as the reason explained in the Ease of use and learnability-section, 

which was too complicated login-methods. 

Jakob Nielsen’s (2020) eighth usability heuristic considered aesthetic and minimalist design. This 

heuristic said that the interface should only contain the needed information and even rarely infor-

mation should be removed. According to Nielsen (2020) every extra unit in the interface dimin-

ishes the relative visibility of other units.  Software 2 included chat-window and other extra-fea-

tures that was not in another tested software so it could be possible that because there were 

more functionalities in software 2 it confused the participants. Still, it is debatable if for example a 

well-designed chat-window would distract the interface. 

9.1.3 Interaction Quality 

All software received almost the same average in this section and the averages were in the soft-

ware order 4.35 ± 0.88, 4.06 ± 0.95 and 4.20 ± 0.94. The biggest differences in this section be-

tween the averages was in question 10, which asked if the respondent felt they were able to ex-

press himself/herself effectively. In this question the highest average gained software 1 with the 

average of 4.43 ± 0.68 while others gained 3.76 ± 1.09 and 4.10 ± 0.89.  

There were not any such differences in this section when comparing the results of this section to 

other sections of TUQ. And the question that had the lowest difference in average scores of tested 

software of the whole TUQ questions was in this section. In question 11 that inquired if the partici-

pant was able to see with the software doctor as well if they met in person the tested software re-

ceived average scores 3.90 ± 0.77, 3.81 ± 0.93 and 3.86 ± 1.06. The reason for the small differences 

in these sections could be that the communication with the doctor and tasks to perform in the 

visit were made-up. Though according to qualitative comments given by the participants there 
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were some usability issues and some participants said that using software 2 distracted communi-

cating with the doctor. Still the usability did not seem so bad that it would have strongly affected 

the communication with the doctor because there were not big differences with the software av-

erage scores of this section. 

9.1.4 Satisfaction and future use 

The participants were generally satisfied with the tested software though there were some differ-

ences between average scores of this section. Software 1 received the highest average scores 4.29 

± 0.91 while software 2 got the lowest average scores 3.21 ± 1.20. Software 3 gained the total av-

erage of 4.05 ± 0.79 in this section. The highest difference was in question 14, which inquired if 

the participants would use telehealth service with this software again, and in question 15, where 

the participants estimated if they were satisfied with that telemedicine software. Software 1 re-

ceived 1.24 better average scores in those questions than software 3. Interesting part of this sec-

tion was question number 15 where software 2 received the lowest average score of Telehealth 

Usability Questionnaire of this study which was 3.14. The result suggests that the participants had 

a mediocre feeling with software 2 in this research.  

9.2 Workload 

The workload of participants’ while doing the tasks in the test during the video meeting with each 

tested software was measured with the Nasa Task Load Index Test (NASA-TLX). It has six compo-

nents, which are mental demand, physical demand, temporal demands, frustration, effort and 

performance and with each component the participants evaluated how much was the workload. 

In five components software 1 received the lowest workload. and the second lowest workload re-

ceived software 3. The highest averages and highest workload in five components were with soft-

ware 3. In performance component software 1 and 3 received the most positive score when both 

received the average of 4.19 and participants evaluated that they performed better with those 

software than with software 2. Software 2’s performance average was evaluated as 3.48. 
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As told in chapter 8.1.1 in Agnisarman’s et al (2017) the initiation phase led to lower usability and 

higher mental demand. As in Ease of use and learnability-section of Telehealth Usability Question-

naire also in Mental demand-section of NASA-TLX the software that had least steps in the login 

phase had the highest mental demand.  

The interesting point in this section was that Software 3’s Vidyo-plugin download did not affect 

the usability according to TUQ-scores, but the Vidyo-plugin download possibly increased the effort 

that users had to do when using the software 3 according to Effort-scores of NASA-TLX. The differ-

ence of average scores of Effort-questions between Software 1 and 3 was the highest when com-

paring all the questions in the Nasa Task Load Index-questionnaire. 

There were not any differences in the physical demand. This can be explained by low physical de-

mand that normally is associated with computer use. Also, the software used in this research were 

designed in a manner, so the users do not need any specific physical skills, for example fine motor 

skills. 

The question 4 of NASA-TLX, which inquired about the performance demand, had reliability issues 

because the scale should have been the other way. In the NSA-TLX questionnaire of this research 

the software who had the most positive performance according to respondents had the highest 

averages when in other questions the most positive endpoint was the lowest averages. The aver-

age deviation of this question also indicates that reliability of this question is debatable because 

software 1 and 2 received the highest deviations in this question when comparing the other ques-

tions of NASA-TLX. 

9.3 Participants’ preferences 

The participants also gave their preferences about tested software and which they prefer to use in 

video-based telemedicine meetings. The preferences scale went from the most preferred software 

to the third preferred software.  

Software 1 received 13 rankings to the most preferred software while 7 participants preferred the 

most software 3 and 1 participant valued the most software 2. Software 2 also received the big-

gest number of rankings to the third most preferred software and the total amount was 14. 
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Software 2 was estimated to be less preferred than software 1 and 3. This follows the results of 

Telehealth Usability Questionnaire and NASA Task Load Index-questionnaire where software 2 was 

evaluated to be harder to use and mentally more demanding. When comparing the results of the 

participants' preferences and the results of TUQ we can see that there could be a connection with 

usability and user experience and with usability and system acceptability as Nielsen (2010, pp. 25) 

and Sonderegger et al (2019) have stated. 

9.4 Reliability 

The results of this study should be taken with a little consideration. For example, as told in chapter 

9.2 the question 4 of NASA-TLX had the scale problems which may have affected reliability of that 

question. The software included different features and the test procedure was slightly different for 

each software. For example, tested software had a different login-methods and with software 1 it 

was impossible to set the video meeting in full screen-mode and because of that software 1 did 

not have that task in the procedure. Also, a larger number of respondents would have made the 

results more reliable. According to Nielsen (2010, pp. 224) at least 30 respondents is the adequate 

number to get reliable results of a usability questionnaire. On the other hand, the adequate num-

ber of participants is debatable because in the study of Agnisarman et al. (2017) there were only 

19 participants.  

Despite some reliability issues the results of this study can be seen reliable. The questionnaires 

used in this research were considered reliable. As Hajesmaeel-Gohari & Bahaadinbejy (2021) re-

searched the Telehealth Usability Questionnaire is the most common tool used in telehealth stud-

ies. And, the second most common tool is Telemedicine Satisfaction Questionnaire, which is a ba-

sis of the usability factors of telehealth in Telehealth Usability Questionnaire (Parmanto et al. 

2016). Also, Nasa Task Load Index Test is popular and useful tool to measure workload while per-

forming a task in different environments (Hart, 2006; Colligan et al. 2015; Agnisarman et al. 2017). 

The method of this study was much similar than in the study of Agnisarman et al. (2017) so the 

method can also be seen as a valid way to measure the usability of video-based telemedicine soft-

ware. There were also some other features in this study, which increased the reliability of this 

study, for example the Latin square, that secured a reliable test order between the different soft-

ware. 
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9.5 Limitations 

The research contains some limitations which should be considered in the results of the study. The 

participants of this study were teachers and students at South-Eastern Finland University of Ap-

plied Sciences (XAMK) so there cannot be any assumptions made at the whole population-level 

from the results of this study. It is fair to say that these results are directional how higher edu-

cated feel the usability of video-based telemedicine software.  

The results also indicate the state of usability of tested software during the first time. When using 

these software again, the usability can be different because for example there is no need to down-

load the Video-plugin with software 3 when using that software for the second time. According to 

Karapanos et al. (2009) and Sonderegger et al. (2012) also the appreciated aspects of usability 

changes during the usage of product. For example, during the first-time usage the most appreci-

ated aspects are aesthetics and learnability but during long-term usage the most appreciated as-

pect is usefulness.  

It is also good to keep in mind that the research was done in 2018 so there may have been 

changes in tested software after that, so the result of this study does not represent the status of 

these software at the date of the publication of this thesis. 

9.6 Further research and development 

This study concentrated on only the usability when using the first time the video-based telemedi-

cine software. To gain more in-depth knowledge about usability of the video-based telemedicine 

software the same kind of study should be implemented when the patients have used software 

multiple times. As told before the appreciated aspects of usability varies during the usage of soft-

ware, so it would be important to gain more insight about usability when the patients’ have more 

experience with video-based telemedicine software (Karapanos et al., 2009; Sonderegger et al., 

2012). 

Also, the study should be implemented with real patients with real doctors in real situations. It is 

good to keep in mind that this was a made-up doctor’s appointment with a made-up manuscript 

so in a real-life situation the situation could change the experienced usability. Usability is a cultural 
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issue and external factors have a big influence on usability and in real-life situations the external 

factors may differ from the made-up test environment (Amant, 2017). But when doing this kind of 

research with real patients the ethical aspects should be taken care into notice more deeply.  

The results of this study helped the social and health care authorities to give a better and detailed 

guidance to patients who receive care via video-based telemedicine software. Also, the results of 

this study helped software vendors to get clearer view of the usability of their software. Though 

some vendors whose software were tested in this study did major technical updates after the 

study before having a chance to look the results. 

9.7 Conclusion 

In this study there were some differences in usability of video-based telemedicine software. The 

biggest difference was in ease of use and learnability, which may have influenced the different 

login-methods with different software. Also, when interviewing the participants, it came clear that 

there were some usability errors in software for example some button icons were hard to dis-

cover, which also may influence ease of use and learnability. The smallest difference of usability 

was in the quality of interaction and the reason for this may be that the communication with the 

doctor was made-up and the same for every respondent. Also, there were differences in the work-

load experienced while performing a video meeting with a doctor with different software. The rea-

son for the differences could be drawn to the same reasons as the differences in usability. Accord-

ing to results of Telehealth Usability Questionnaire and Nasa Task Load Index of this study 

software 1 had a better usability which according to Nielsen (2010, pp. 25) and Sonderegger et al. 

(2019) means that software 1 potentially has better system acceptability and user experience. 

This research contains several limitations, and this research clearly points out how complicated 

issue usability is. The actual state of usability is hard to discover with just one time use, especially 

when it is the first time using the software. As discussed earlier, according to Karapanos et al. 

(2009) and Sonderegger et al. (2012) the aesthetic is much more appreciated when using a prod-

uct for the first time, which influences usability. So, the differences received in this study could be 

also explained by differences in aesthetic and not just by usability. To gain more knowledge of the 

usability of the video-based telemedicine software the usability questionnaires should be done 

again when respondents have more experience with software and preferably with real patients.  
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Appendix 2. NASA-Task Load Index 
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