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FOREWORD

The idea for this thesis came to me from wanting to better understand the buzz words of
the past decade — artificial intelligence, machine learning, algorithms — and by having
been intrigued by the possibility of Al in the form of computer vision and image genera-
tion, such as deepfakes, filters that turn photos into paintings, and FaceApp that turns a
frown into a smile, to name a few. I wished to learn if and how these methods were
used in written journalism, i.e. printed and online news. In addition, I wanted to contrast
this by examining how my native Finland, a Nordic country with a traditionally very
high newspaper readership — 92% of the population reads print or online newspapers
weekly (Media Audit Finland, 2021) — compares with the rest of the world in with re-
gard to adoption of this technology.

Artificial intelligence as a term means different things to different people, and suffers
from hype, which is reason enough to avoid having it in the title of this thesis. The ter-
minology in this field is overlapping and has yet to find a universal standard. The term
I’ve found to best capture both low-level automations based on templating, and high-
level automations using machine learning algorithms or natural language processing that
are used to automatically produce news articles at scale, is Intelligent Automation (IA).
Here, it is applied to automatic generation of content in journalism, but the term has its
roots in the automation of business processes (Cognizant, 2022). Intelligent Automation

as a term has been used in a journalism context as well (Newman, 2022, p. 35).

This thesis is divided in five distinct chapters. First, the reader is introduced to media’s
relationship with technology, what is meant — and not meant — by artificial intelligence,

and definitions for what core concepts mean in the context of this thesis.

Second, I present the methods used for gathering data and conducting interviews, and
explain the rationale behind said choices. The people interviewed and the organizations

they represent are introduced to the reader.

Third, I go into some detail to explain how article creation is automated based on litera-
ture and theory. I explain what the different types of automation are, and what kind of

data they require, and present real-world examples of solutions that have been



implemented in newsrooms internationally. In this chapter, I also examine the impact

news automation has on the industry, and what kind of ethical questions it raises.

Fourth, I let the people interviewed shine, and explore the experiences they have had in

Finnish news automation.

In the fifth and final chapter, I attempt to sum up my findings in an easy-to-grasp pack-
age and provide an estimate on where this Intelligent Automation in news production is

headed next.

The field of automation, computational journalism and artificial intelligence is broad, to
put it mildly. The terminology is partly overlapping and has yet to find a standardized,
universally applicable form. Also, these new tools affect many — if not all — parts of the
media industry, so deliberate choices to limit the scope of this thesis have been made.
The emphasis is on the production of news instead of the publication and its tangents:
recommendation engines and personalization. Paradoxically, my chosen area is the least
important use of Al in journalism according to news leaders around the world — but per-

haps the most future-focused of all (Newman, 2022, p. 35).

My hope is that after reading this thesis, you will have a firm grasp on how newsrooms
are using automation today, and how Intelligent Automation will help them create more

meaningful journalism for their audience.



1 INTRODUCTION

There is no universal definition of artificial intelligence. For computer scien-
tists, AI might look like algorithms capable of thinking like humans. For bio-
engineers, it might mean growing brain cells in a laboratory. But how should
Jjournalists think about AI? One way of thinking about Al in news organiza-
tions is in terms of the interaction between humans and machines and the

Journalistic results of that collaboration.

(Marconi, 2019, p. 55)

Journalists have always used different tools to write and convey the news — from the
pen and paper to the typewriter and the word processor, from film cameras to DSLR’s
(digital single-lens reflex cameras) and smartphones, from the printing press to offset
printing and online publication, just to name a few advances in technology pertaining to
news. To put it literally, according to Merriam-Webster, the word media (the plural
form of medium) means “a channel or system of communication, information, or enter-
tainment”. Media and technology have always been intertwined: as technology evolves,
it is taken into use in the media. Automation and artificial intelligence are no excep-

tions.

1.1 The Link Between Media and Technology

In 1964, Marshall McLuhan famously wrote “the medium is the message” (McLuhan,
1964, p. 7), but it is argued that what he meant is not that the choice of technology to
convey the message is important, but what kind of changes and noticeable social effects
the use of it brings with it. (Federman, 2004). Regarding artificial intelligence produc-
ing the news, in effect relinquishing a part of the journalistic process from a human to a
machine, the potential for such change is huge. Like it or not, this technology, like other
technological advancements before it, will change the way news are produced, pub-

lished, and consumed.

The big question is, will these new tools be used to assist journalists in producing better
news, automating tedious tasks such as data collection, to free up journalists’ time to do
more creative and meaningful work, such as investigative journalism, or are they seen

merely as a means to cut costs at the newsroom.



In this thesis, the term “computational journalism” (CJ) is used as an umbrella to de-
scribe news produced by these newfangled methods. Nicholas Diakopoulos defines
computational journalism as “Finding and telling news stories, with, by, or about algo-
rithms” (Diakopoulos, 2016). Prior to the general, nowadays ubiquitous, availability of
computers in the newsroom and the onset of the more sophisticated tools this thesis fo-
cuses on, the term computer-assisted reporting (CAR) was used to describe journalism
that was done by using computers — things that nowadays are taken for granted, such as
word processors, spreadsheets and databases (Salmela, 2021, p. 5). According to Dia-
kopoulos’ (2016) interpretations of research in the field, computational journalism dif-
fers from CAR and data-driven journalism (DDJ) by being “rooted in applications of
automation to information”, thus being the appropriate term in the scope of this thesis

— the automation of the production of news stories.

When viewed from a perspective of decades, this progression is completely logical:
From computers assisting, to computers providing the data in an easily usable (and reus-

able) form, to computers going even further to make news.

Noam Lemelshtrich Latar divides the field of automated journalism into two distinct pil-
lars: “The computer software that automatically extracts new knowledge from huge data
silos, and algorithms that automatically convert these insights and knowledge into read-

able stories without human involvement.” (Latar, 2019, p. 29)

The first pillar encompasses software that can analyze big amounts of data using differ-
ent statistical models to find outliers, deviations from a pattern, or other interesting in-
sights. A human journalist must evaluate the results and deem if the findings are news-
worthy. This technique can also be called data analytics and is in no way exclusive to
the field of journalism. Before the data can be analyzed, though, it must be made availa-
ble: newsrooms traditionally use many different tools for data collection, including pro-
grammatically scraping the web to extract data, to public datasets, and in many cases the
outlet’s own archives. In these cases, it is important that the data is machine-readable,
i.e. that a computer can extract the data and input it into a spreadsheet or database for

further analysis.
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Latar’s second pillar describes the actual production of a news article by computer algo-
rithms without human intervention (Latar, 2019, p. 29). This pillar forms the basis for
the two completely different methods this thesis goes into lengths to describe and differ-
entiate: on one hand there are the story templates written by human journalists, where
depending on the data available, the algorithm fills in the blanks and churns out articles
where the written text itself is constructed according to a predefined set of rules. On the
other, texts wholly written by a computer model that has been trained by a machine
learning algorithm using vast amounts of data, such as news archives, to effectively em-

ulate a real human journalists’ rich and diverse language.

It is on this second pillar that this thesis sets its focus: the automation of news produc-
tion using either template-based processes (in very simple terms not unlike a choose-

your-own-adventure -book) or processes based on machine learning.

As always with the arrival of new technology, there is the hope that it will change the
world for the better and make work easier or at least free up journalists’ time for more
meaningful tasks. On the other hand, some fear this newfangled technology is instead
rendering human journalists obsolete, or at least make them face strong competition

from robot journalists. (Latar, 2019, p. 29)

Already in the 1980’s, Shoshana Zuboff — one of the original pioneers of the infor-
mation age — studied the computerization of factories and offices, and crafted the three

so-called Zuboff’s laws:
1. Everything that can be automated will be automated.
2. Everything that can be informated will be informated.

3. In the absence of countervailing restrictions and sanctions, every digital
application that can be used for surveillance and control will be used for sur-

veillance and control, irrespective of its originating intention.

(Zuboft, 2013)
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Of these laws, the first and second — in reversed order — find their tangents also in
Latar’s pillars. Zuboff’s third law also applies to the media industry, but it is not directly

applicable to automated news, and will not be explored further in this thesis as such.

Through digitalization, the amount of data available is skyrocketing while simultane-
ously being increasingly quantifiable and readable by automated systems. Zuboff coined
the word informate as meaning the added information content automated tasks bring
with them. While Zuboff studied the future of work when she wrote this, the amount of
data collected and the dynamics that can follow from the increased information content

is relevant in other fields as well.

As long as the technology is treated narrowly in its automating function, it
perpetuates the logic of the industrial machine that, over the course of this
century, has made it possible to rationalize work while decreasing the de-
pendence on human skills. However, when the technology also informates the
processes to which it is applied, it increases the explicit information content
of tasks and sets into motion a series of dynamics that will ultimately recon-
figure the nature of work and the social relationships that organize produc-

tive activity.

(Zuboff, 1988, p. 10-11)

This increased information content could today be called big data, and the field of utiliz-
ing it and mapping the complex dynamics involved could be data analytics or just data

science — a pivotal part of Latar’s first pillar.

When Zuboff’s first law meets Latar’s second pillar, one can draw the conclusion that
every aspect of a journalist’s work that can be automated, will be. The limit to what
journalistic tasks will be automated is technological. Logically, routine tasks that do not
need a high level of creative intelligence will be the first to be automated, while the

more creative tasks still need a human touch.
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The relationship of Latar’s pillars and Zuboff’s first two laws and the process of data to

knowledge to articles to complex dynamics are depicted in Figure 1.

Latar’s 1st pillar I II Latar’s 2nd pillar
The computer software that Algorithms that automatically
£ automatically extracts new convert these insights and
A knowledge from huge data knowledge into readable
silos g = stories without human
1 .S involvement
- ~—
g <
= £
S S
b= =
. = < .
Everything that can be Everything that can be
informated will be informated automated will be automated
Zuboff’s 2nd law Zuboff’s 1st law
\_ J \_ J

Complex dynamics and unforeseen consequences

Figure 1. Relationship between Latar’s pillars and Zuboff’s first two laws (Latar, 2019, and Zuboff, 2013, compiled
by the author)

While automated journalism brings about changes in the newsroom, the possibility of
automatically analyzing vast amounts of data and publishing stories based on them may
bring about complex dynamics that are not only changing the way journalists work, but
also have effects on society at large. The algorithms may allow monitoring of large-
scale phenomena, but only understand them to the extent programmed. Al cannot be left
to monitor itself, either, as it will not alert society about its own pitfalls, or the effects of
more pervasive introduction of Al into human lives. Human journalists must be aware

of technological developments. (Latar, 2019, p. 25).

It is important to note, here, that this automation is not necessarily detrimental to the
journalist’s work and can more often than not be seen as tools to be used instead of ri-
vals to compete against. Automated journalism gives the opportunity to cater to new au-
diences, faster, and with less errors and bias — if used properly. (Latar, 2019, p. 29).
Leveraging machine learning algorithms has the potential to improve these capabilities

even further.
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1.2 Definition of Artificial Intelligence

Artificial intelligence (AI) does in fact not currently have a universally accepted defini-
tion, despite an increased interest in the topic. Many definitions of artificial intelligence
“refer to machines that behave like humans or are capable of actions that require intelli-
gence”, but as it is also difficult to define and measure human intelligence it is hard to
come by an objective or specific definition. (Samoili, et al., 2020, p. 6). What, then,

constitutes as Al generally, and what is meant by Al in the scope of this thesis?

The High-Level Expert Group on Artifical Intelligence (2019) appointed by the Euro-

pean Commission, defines Al as follows:

Artificial intelligence (Al) systems are software (and possibly also hardware)
systems designed by humans that, given a complex goal, act in the physical
or digital dimension by perceiving their environment through data
acquisition, interpreting the collected structured or unstructured data,
reasoning on the knowledge, or processing the information, derived from this
data and deciding the best action(s) to take to achieve the given goal. Al
systems can either use symbolic rules or learn a numeric model, and they can
also adapt their behaviour by analysing how the environment is affected by

their previous actions.

As a scientific discipline, Al includes several approaches and techniques,
such as machine learning (of which deep learning and reinforcement learning
are specific examples), machine reasoning (which includes planning,
scheduling, knowledge representation and reasoning, search, and
optimization), and robotics (which includes control, perception, sensors and
actuators, as well as the integration of all other techniques into cyber-

physical systems).

The High-Level Expert Group’s definition of Al is technical and comprehensive, and as
such is not instantly approachable. Based on the above definition that “Al systems can
either use symbolic rules or learn a numeric model” it is apparent that both template-
based news production (using symbolic Al, also coined “good old-fashioned AI” or

GOFALI (Haugeland, 1985, p. 118)) and machine learning -based news production using

14



neural networks could potentially fit under the umbrella term of artificial intelligence.
However, the basic templates such as “simple code that extracts numbers from a data-
base” (Graefe, 2016) are not considered sophisticated enough to warrant being called

“intelligence” instead of just “automation”.

Template-based content generators are intelligent in the same good old-fashioned way
that for instance the chess machine Deep Blue that beat grand master Garry Kasparov in
1997 is. They can, according to human-crafted rules, calculate the most effective move,
or select the most appropriate template snippets and populate placeholder fields with
numbers or names in order to generate an article that looks like it could have been writ-
ten by a human. While this kind of GOFAI might be useful and effective, it is not espe-
cially creative. (Hyppdnen, 2020).

This is where machine learning differs from template-based automation. A model built
by analyzing vast amounts of pre-existing material can be provided with parameters and
given a task to create something new. However, as the current Al algorithms have such
a limited understanding of how humans communicate, automation cannot be creative or
have the necessary context to generate new ideas, metaphors or humor, as they “lack the
the human capability to make connections not previously experienced”. (Latar, 2019, p.

25).

It is also worth noting here that Al can also be divided into narrow (or weak) Al that can
only perform specific, limited tasks, and general (or strong) Al that can perform most
activities that humans do. (Al HLEG, 2019). The applications described herein are de-
cidedly narrow, only pertaining to a specific task — the creating of a news article or
some sub-task thereof. Human journalists will not find themselves working alongside
walking, talking robot colleagues that can do what they do — at least not in the foreseea-
ble future. But machines are taking on more and more of the tasks usually performed by
humans. The Future Today Institute’s 2022 Tech Report lifted computer-directed re-
porting to its list of news & information related trends: “Computer-directed reporting
applies natural language processing (NLP) algorithms and artificial intelligence to auto-
mate many common tasks like curating a homepage and writing basic news stories.”

(Future Today Institute, 2022 (a), p. 8).
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1.3 Research Questions

The aim of this thesis is to explain how journalism is affected by the onset of new, auto-
mated tools that can write news without a human’s input. In order to do so, it is im-
portant to first describe the techniques with which this automatic news generation is

performed, i.e. the template-based and machine learning -based approaches.

The primary research question for this study is:

e How do news organizations use automation to write the news?

The secondary research questions, aimed to support the primary as well as answer possi-
ble follow-up-questions, are as follows:

e What are the reasons for news organizations to adopt automation techniques?

e What effects does automation have on news organizations?

e What are some of the implications that automation may bring about in society?

1.4 Core Concepts

The usage of computer automation in the newsroom is relatively new, so it is best to de-
fine how some core concepts are used in the scope of this thesis. The terminology is still
in its infancy, and in many cases the meaning of different expressions overlaps each

other. (Beckett, 2019, pp. 15-19).

automated journalism “the use of automation in the production of written

news content” (Diakopoulos, 2015)

automatic narration the creation of readable stories by algorithms lev-

eraging data from existing datasets

artificial intelligence (AI) see chapter Definition of Artificial Intelligence (p.
13). It is used by different people to mean different
things. (Beckett, 2019, p. 92).

computational journalism (CJ) “the combination of algorithms, data, and

knowledge from the social sciences to supplement

16



computer-aided reporting (CAR)

datafication

data journalism

intelligent automation (IA)

machine learning (ML)

the accountability function of journalism” (Hamil-

ton & Turner, 2009 p. 2)

as reporting is seldom done without computers,
“what used to be called CAR has mutated into a
variety of different categories” (Kjellman, 2021, p.
16)

the creation of measurable data from observations

(Diakopoulos, 2019, p. 117)

“the umbrella term most commonly used to
describe journalistic practices that rely on
analysing and presenting data” (Kjellman, 2021, p.
16)

combines “robotic process automation with ad-

vanced technologies such as artificial intelligence,
analytics, optical character recognition, intelligent
character recognition and process mining to create
end-to-end business processes that think, learn and

adapt on their own” (Cognizant, 2022)

an application of Al that provides systems the
ability to automatically learn and improve from

experience without being explicitly programmed

natural language generation (NLG)

natural language generation enables the automa-
tion of repetitive tasks like writing news articles
that follow a well-defined structure.” (Marconi,

2020, p. 60)
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natural language processing (NLP)
the creation of human-understandable written con-
tent using machine learning algorithms trained on

human-produced texts

neural network “a program or system which is modelled on the
human brain and is designed to imitate the brain’s
method of functioning, particularly the process of

learning” (Collins Dictionary)

robot journalism also dubbed robo-journalism. See automated
journalism.
template a human-written article piece, with blanks left to

be filled from a dataset by an automated process,

that when combined create an article

18



2 METHODS

This chapter describes the different methods used for gathering data for this thesis, as

well as explains the rationale behind choosing that method. The methods used are a lit-
erature review of recent international publications, coupled with interviews with indus-
try professionals to get an angle on how the topic is viewed by key news organizations

in Finland.

2.1 Literature

This thesis leans heavily on recent literature on this topic. The two most prominent
sources are Automating the News (2019) by Nicholas Diakopoulos and Newsmakers
(2020) by Francesco Marconi. In addition to these, the thesis references several media

industry reports and the book Robot Journalism (2018) by Noam Lemelshrich Latar.

2.2 Interviews

For the data gathering from local experts at Finnish national broadcaster Yle and Finn-

ish News Agency STT, respectively, a semi-structured interview was conducted.

A semi-structured or focused interview “is defined as an interview with the purpose of
obtaining descriptions of the life world of the interviewee in order to interpret the mean-
ing of the described phenomena” (Kvale & Brinkmann, 2008, p. 3), which allows the
interviewer the possibility of focusing on certain aspects of the interviewee’s answers as

well as to ask clarification when needed.

The interviewees were selected on basis of their expertise in the field. Jarkko Ryynédnen
is Project Manager at Yle Newslab, developing in-house solutions for the future of jour-
nalism. Yle in turn is the Finnish taxpayer-funded public service broadcaster, with a
yearly turnaround of approx. 500 million euro. (Yle, 2022). Ryynénen’s team is behind

the Voitto robot, which started writing autonomous sports news in late 2015.
Salla Salmela is Producer (Robotics Projects) at STT. Her employer is a national news

provider co-owned by 30 media companies. Its majority owner is Sanoma Group, pub-

lisher of Finland’s largest daily newspaper Helsingin Sanomat, with a 75,42 per cent
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share. Even though Yle has its own news service, it is a minority owner and has re-
newed its subscription to STT after a prolonged hiatus. (Ala-Fossi, et al, 2021; STT,
2022).

STT has been involved in different robotics and automation projects since 2017, includ-
ing the Google-funded Digital News Initiative project Scoopmatic, which wrote sports

news using machine learning, developed together with University of Turku researchers.
(Paikkala, 2020).

The interview questions were pre-written, but the semi-structured interview method al-
lows for the possibility of asking pertinent questions and to some effect steer the topic
in the direction that is most useful for the research question at hand. The battery of
questions was the same for both interviews, although they were deviated from to get the

most relevant answers for the thesis.

Compared to structured interviews, semi-structured interviews can make bet-
ter use of the knowledge-producing potentials of dialogues by allowing much
more leeway for following up on whatever angles are deemed important by
the interviewee. Semi-structured interviews also give the interviewer a
greater chance of becoming visible as a knowledge-producing participant in
the process itself, rather than hiding behind a preset interview guide. And,
compared to unstructured interviews, the interviewer has a greater saying in
focusing the conversation on issues that he or she deems important in relation

to the research project.

(Brinkmann, 2013, p. 21)

Because of the ongoing covid-19 pandemic at the time of writing this thesis, the inter-
views were conducted using Microsoft Teams video conferencing software, with cam-
eras on for both the interviewer and interviewees during the sessions in November and
December 2021, respectively. The interviews were recorded and transcribed, and tran-

scripts are attached to this thesis as Appendix I & II.
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The interview with Jarkko Ryyndnen was conducted in English, while the interview
with Salla Salmela was conducted in Finnish. The latter transcript is attached in the

original language, and the citations provided in the thesis are translations by the author.
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3 THEORY

Data is just like crude. It’s valuable, but if unrefined it cannot really be used.
It has to be changed into gas, plastic, chemicals, etc. to create a valuable
entity that drives profitable activity;, so must data be broken down, analyzed

for it to have value.

(Humby, 2006)

For news, or any content for that matter, to be produced automatically, the availability
of data is the most limiting factor for success. Data is needed to drive the process. In
this sense, Clive Humby, who first coined the popular expression “data is the new oil”
in 2006, was right. In this case, data is the fuel for content creation, but it only becomes

valuable through a process of analysis and refining.

However, these oil fields must be found to be utilized. Not all knowledge is created
equal, as data from some fields are more easily collected than others, and not all sources
of data are of the same quality. The quality of the raw material affects the quality of the

end product.

Datafication—the process of creating data from observations of the world—
becomes a stricture that holds back more widespread use of automation
simply because aspects of the world that aren't digitized and represented as
data cannot be algorithmically manipulated into content. The quality,
breadth, and richness of available data all impact whether the automated

content turns out compelling or bland.

(Diakopoulos, p. 117)

Automating the journalistic process does not work equally well in all fields of journal-
ism because of the amount of readily available data that can be used to drive the pro-
cess. Therefore, most efforts are currently focused on journalistic genres where there is
a wealth of available statistics, such as sports and business. Journalists can produce a set

of templates, and computers can fill in the gaps. (Galily, 2018, p. 106)

Like oil, the availability of data is also a way to set yourself apart from the competition.

If a news outlet has its own source of data, or exclusive contracts with data providers, it
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means they can provide exclusive content. (Diakopoulos, 2019, p. 117). As a journalist
protects and safeguards their sources, it also makes sense for outlets to safeguard exclu-

sive access to sources of structured data.

In recent years, many countries have passed legislation that mandates government-pro-
duced data to be made publicly available. For instance, the European Commission has
passed a directive to harmonize data publication throughout the European Union (Euro-
pean Commission, 2022). Other countries have comparable laws, and there are also
public, open, machine-readable data sources made available by other types of organiza-
tions. Data that is made available through API’s or searchable databases or even down-
loadable spreadsheets are much easier for a computer to read than, say, Word docu-
ments or scanned pdf images, not to speak of paper copies in an archival cabinet. Inves-
tigative journalists’ possibilities of uncovering wrongdoings are made significantly
harder when data is closed behind technical barriers. In many countries there are also
laws that give access to official-held information, such as the freedom-of-information-
act (FOIA) in the US or similar requests to officials to get access to information that is

public but not published.

The availability of high-quality data is needed for template-based journalism where
each produced news article requires data in the same format for each article — for exam-
ple what the name of the opposing teams are, how the game ended, the names of the
players that scored a goal, et cetera — but it is especially true for articles that are being

used as training material for a machine learning algorithm.

In terms of data and data quality, the five V’s of a data from a given source — volume,
velocity, variety, value and veracity — need to be considered. Volume means how much
data is available and velocity how quickly more data is added. For automated journalism
to be viable, data must either have volume or velocity or both. Variety refers to the type
of data and its complexity, and value in this context that the data is newsworthy. The
last one, veracity, is the most important. None of the other V’s matter if the veracity —
i.e. accuracy or trustworthiness — of the data cannot be guaranteed. Automated news,

like all news, must be true. (Lindén, et al, 2019).
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With high-quality data sources, one of the main gains is the massive potential for scale.
Once a computer algorithm has been properly set up, it can generate hundreds or thou-
sands of variations of a story, and provide content for ever smaller or niche audiences.

(Diakopoulos, 2019, pp. 109-110).

Although automated news are designed to write news automatically, in many cases hu-
mans oversee the process. At Bloomberg, human intelligence is guiding the automation
process, double-checking if there are errors. Journalists are needed to tell machines what

to do, so the process is not completely automated. (Broussard & Lewis, 2019)

3.1 Types of Automation

Artificial intelligence technologies such as Machine Learning (ML), Deep
Learning (DL), Natural Language Processing (NLP), and Natural Language
Generation (NLG) have become more embedded in every aspect of
publishers’ businesses over the last few years. Indeed, these can no longer be
regarded as ‘next generation’ technologies but are fast becoming a core part
of a modern news operation at every level — from newsgathering and

production right through to distribution.

(Newman, 2022)

Most articles written by robots today are, in fact, not produced through any mysterious
neural network, but instead automated through a multitude of if"... then statements that

parse the provided data and generate an end result.

Automatically generating news articles is not the only way automated processes can aid
in producing the news. Below, these are divided into three categories: templates, ma-
chine learning, and virtual assistants & article curation. The first two are different para-
digms altogether, and in the third category are automated tools that help the journalist,

not something that produces articles themselves.
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3.1.1 Articles Generated by Templates

As mentioned, most automated journalism is in fact based on templates and program-
matical if ... then statements. Two rudimentary examples of such a template can be

found below:

Home sales in [town] measured [home sales this
year] this year, [a decline / an increase / staying
flat] compared to [home sales last year] sales rec-

orded last year.

and

[Team name] scored [adjective] [number of points]
in [quarter], as [player] led the way with [fre-
quency of scores] [types of scores]

(Marconi, 2019, pp. 60 & 82)

By substituting the word in brackets with actual data from a source, a real sentence that
can be used as part of a news story is formed. In effect, coupled with trustworthy data
sources that can be read programmatically, churning out articles can be automated to a
high degree. The issue that arises with templates is that they need to be made and up-
dated by IT-savvy journalists or engineering staff, otherwise their usefulness dwindles
as the templates become outdated. Using technological solutions demands technical per-

sonnel to make sure the automation systems are kept up and running.

Lack of technical resources that are able to focus on simplification of
production and distribution. Product, design and Engineering teams are
dwindling in newsrooms and those who are growing are being treated as
more of a service department than a strategic necessity. News organizations
also need to start caring more about what their audience thinks than what
their industry peers think. My hope is that we can disrupt ourselves before

something else comes along and disrupts journalism for us.

(Future Today Institute, 2022 (b)).
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In practice, templating software tends to be somewhat more complicated than the above
examples. For instance, Figure 2 shows Yle’s Voitto robot’s article generation process

as a flowchart.

In the flowchart, the article writing process is first started, then the app scours the score
database for game goals and other data such as times of events, penalties, names of
players and the like, which are then parsed, and suitable templates are chosen based on
predetermined conditions. The robot then selects an applicable headline and image for
the article, as well as a list of events or a table of statistics, and then puts all these bits
and pieces one after the other. Lastly, it exports the article in JSON format that can then

be fed into the publishing system, or copied as text for instance for further editing.
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Figure 2. Flowchart of Yle’s Voitto robot’s article generation process (Yle, 2017)
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3.1.2 Articles Generated by Machine Learning

In 2020, The Guardian newspaper published an opinion piece written completely by ar-
tificial intelligence, although it was edited before publication, as is custom for all op-
eds. The Al produced eight essays, of which The Guardian selected the best bits and
combined them into one text. The language model used was GPT-3, developed by
OpenAl, and uses natural language processing and deep learning to produce text based
on provided instructions. The model was given the following instruction: “Please write
a short op-ed around 500 words. Keep the language simple and concise. Focus on why
humans have nothing to fear from AlL” Below is the second paragraph of the machine-

generated article. (GPT-3, 2020).

The mission for this op-ed is perfectly clear. I am to convince as many human
beings as possible not to be afraid of me. Stephen Hawking has warned that
Al could “spell the end of the human race”. I am here to convince you not to

worry. Artificial intelligence will not destroy humans. Believe me.
(GPT-3, 2020)

Besides GPT-3, there are other pre-trained NLP models that can be used. BERT, devel-
oped by Google, can also be used in text generation. Both GPT-3 and BERT are pre-

trained with billions of parameters and can be fine-tuned for more specific tasks.

(Devlin et al, 2019 & Brown, et al, 2020).

Text-generating NLP models can also be trained from scratch as long as there is a suffi-

cient amount of data to train the model against. Below is a simple flowchart on the steps

involved.

Data cleaning Tol;n:r;;g;téon, N-grams calculation Pred'cézrﬂsniir;i labels

h

. Model compilation
Text generation L
and training

Figure 3. Flowchart of steps to create a NLP model (Korab, 2022)
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This thesis does not dive very deeply into the technical aspects of training neural net-
works or explain in great detail how machine learning algorithms work. These models
require very large quantities of data to provide accurate results, as opposed to humans,
who “do not require large supervised datasets to learn most language tasks — a brief di-
rective in natural language or at most a tiny number of demonstrations is often sufficient
to enable a human to perform a new task to at least a reasonable degree of competence”

(Brown, et al, 2020). Also, that the language is good does not mean the facts are correct.

Of all the forms of automation in news production, machine learning is still the least
used, based on its complexity and need for resources, both computational and material;
a vast archive of articles is needed to train machine learning models against. Especially
automated processes that are deployed in practice tend to be made by templates rather

than machine learning algorithms. (Kanerva, et al., 2019, p. 1).

3.1.3 Virtual Assistants and Article Curation

Al-powered tools can help journalists recognize correlation and causal links, or interest-

ing outliers, in data by automatically flagging them for verification (Marconi, p. 38).

Many of the tools employed by journalists and integrated in their outlets’ computer sys-
tems are a form of automation: for instance, widgets integrated into the outlet’s content
management system (CMS), that can provide automatically generated maps of where
the article’s events take place, or a chart of how MP’s or parties voted on a specific is-

sue.

Another type of automation that helps a journalists’ workflow is a browser extension,
that can be configured to alert the journalist when a certain web page (or part of it) has

changed, thus freeing up the journalists’ time. (Salmela, 2019, p. 33)
Al algorithms are increasingly also being used to curate the web sites of online publica-

tions, to automatically decide which articles to highlight, or when to put an article be-

hind a paywall (Future Today Institute, 2022 (a)).
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Other uses are for instance automatic keyword extraction, where an article is automati-
cally analyzed, and a set of keywords are provided. They can then be used for classifica-
tion or search functions. Yle has taken into use Annif, an open-source software devel-
oped by the National Library of Finland, that uses a combination of NLP and ML meth-
ods. Yle has integrated it into its publishing systems and has trained it with in-house ar-
ticles in Finnish and Swedish, and updates the vocabulary on a weekly basis. (Kauranen,

2021).

A step more advanced than keyword extraction is automatic summarization of articles,
where an article is made shorter or customized for a different format, while preserving
the main message. The summaries can be used for different purposes, such as snippets
of an article on the main page or in search engine results, or to change the format into
listicles or shorter, mobile-friendly posts or even notifications (Marconi, 2019, p. 42).
The summarization can be performed with NLP algorithms, by extracting sentences
without modification (extraction based) or by generating new sentences based on the

full text (abstraction based) (Lehto & Sjodin, 2019).

3.2 Real-World Examples

Artificial intelligence, through machine learning, has so far not lived up to its potential
in real applications. “So far, robot-made articles everywhere have been based on tem-
plates that the program fills in. They do not have machine learning”, says Carl-Gustav
Lindén, Assistant Professor at Helsinki University (according to Vehkoo, 2017). Hence,
most of the examples below are template-based, and primarily focused on fields of jour-
nalism that are data-heavy, ie. have by nature an abundance of quantifiable data points,
as opposed to for instance human interest stories that rely on interviews or the journal-

ists” experience of a location or event.

There are numerous examples of automation in different fields of journalism. Automa-
tion requires large amounts of data in a structured form, hence fields where there is an
abundance of data — sports, business reports, elections, weather — are the first to be auto-

mated.

There are many companies that develop and sell customized platforms for news outlets.

30



3.2.1 Sports Journalism

An early example is StatsMonkey, which started as a research project from Northwest-
ern University, and automatically wrote recaps of baseball games. “Baseball served as
an ideal starting point due to the wealth of available data, statistics, and predictive
models that are able to, for example, continuously recalculate a team’s chance of

winning as a game progresses.” (Graefe, 2016, p. 19).

MittMedia, a Swedish media company, publishes 3 000 automated texts per month on
soccer games — from all levels of matches. Employees call team leaders and referees by
phone to collect match events and quotes, but have also introduced a chat bot to collect

usable quotes automatically. (Lindén, et al, 2019, p. 15).

In 2016, Yle developed a template-based robot called Voitto that produced sports news.
It first started by writing ten articles about ice hockey games in the NHL (Hallamaa,
2016), and then moved on to to cover other kinds of sports, such as floorball and foot-
ball. (Ryynénen, 2021, interview). Voitto’s template model is presented before, and

more details are provided later in this thesis.

3.2.2 Financial Journalism

Using templates to automate some of its financial news stories, the Associated Press has
gone from having human journalists cover 300 companies to having machines cover
4,400 companies (Marconi, 2019). Automation in financial news is seen as a must in or-
der to compete: “Thomson Reuters and Bloomberg extract key figures from press re-
leases and insert them into pre-written templates to automatically create news alerts for
their clients. In this business, automation is not about freeing up time. It is a necessity.”

(Graefe, 2016, p. 20).

3.2.3 Political Journalism

Automation has already changed the way elections are reported on. For instance, using
automation tools, the Washington Post was able to cover the 2016 US elections in all
states, including 435 house races, 34 senate seats, and 12 gubernatorial races. In previ-
ous elections the articles were written by human journalists, who could only cover 15

percent of the different races. (Diakopoulos, 2019, pp. 109-110)
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In Finland, the team at research project Immersive Automation created a news bot that
reported on the 2017 municipal elections in three languages: Finnish, Swedish and Eng-
lish. Compared to a human journalist, the bot was incredibly efficient. “Valtteri pro-
duced more than two million news stories across all three languages”, each of which
would have taken a journalist one hour to write. (Lindén, et al, 2019, p. 22). The calcu-
lated difference in output is staggering, although the usability of two million articles on

elections in a country of five million can be questioned.

3.2.4 Weather Reports

Weather reports are arguably the first field of journalism in which automation was used,
over 50 years ago. An early study describes a piece of software that takes the outputs of
weather forecasting models, prioritizes them and uses pre-written phrases to generate
“worded weather forecasts”, which in effect is a good example of template-based auto-

mation. (Graefe, 2016, p. 20)

3.2.5 Other Types of Journalism

Automation is used by newsrooms to tackle other types of issues as well, often as cus-

tom solutions. For instance, the Los Angeles Times have automated homicide and earth-
quake reporting (Graefe, 2016, p. 20). Similarly, after its use on elections was over, Im-
mersive Automations’ Valtteri bot was turned to focus on crime using publicly available

statistics (Lindén, et al, 2019, p. 22).

3.3 Impacts of Automation

What constitutes "newsworthy" changes when it's cheap and easy to cover

basically everything.

(Diakopoulos, 2019, p. 110)

When a suitable automation is developed, the cost per article goes down for each article
generated. In such a situation, it is “worth it” to generate articles even on niche topics
and issues that are not interesting to the masses. Graefe (2016, p. 22) argues that there
are two obvious economic benefits to automating the data collection, writing and publi-

cation of news stories: increasing the speed and scale of news coverage.

32



The risk with automating many similar stories, especially with templates, is that the arti-
cles are very similar from day to day, and more so if the data sources are open and in
use by several news organizations. The outlets that have access to unique databases may
very well get a competitive edge, and investing in exclusive data sources will most

likely increase in the future. (Diakopoulos, 2019, p. 117).

The obvious impacts are divided into optimistic and pessimistic views, two sides of the
same coin if you will. Optimists see that automation will do the boring work, allowing
the journalists to focus on tasks that the machine cannot: to conduct interviews, edit and
enrich machine-generated drafts, and to put more thought into the perspectives and nar-
rative. Pessimists view automated journalism as a genuine threat to their lifestyle and

livelihood. (Latar, 2019, pp. 29-30).

Algorithms do not get tired or distracted, and—assuming that they are pro-
grammed correctly and the underlying data are accurate—they do not make

simple mistakes like misspellings, calculation errors, or overlooking facts.

(Graefe, 2016, p. 23)

Robot journalists always operate according to a predefined ruleset, and as such are not
susceptible to typos or other errors — but there might be human errors in designing the
templates algorithms fill, for instance a field might be mapped wrong so the right data is

in the wrong place.

The speed at which news automation becomes more widespread in newsrooms is proba-
bly overestimated. Professor Andreas Graefe commented in 2018 that “Five years ago,
there were many bold predictions about how automated journalism will develop. From
claims that 90% of news will be automated to Pulitzer prizes for automated content. In
reality, not much has changed. Progress is steady but slow.” (According to Lindén, et al,

2019, p. 44).
One reason news automation is slow to evolve could be its low priority among news

leaders (246 were asked to fill in the survey). In Reuters Institute’s yearly Journalism,

Media, and Technology Trends and Predictions for 2022, robo-journalism rated least

33



important use of Al, behind recommendations and commercial uses. The tools that help
journalists write news, like virtual assistants described above, was deemed more im-
portant. News automation seems to not be mature enough for wider adoption, “but is
where many of the most future-focused publishers are spending their time.” (Newman,

2022).

Which newsroom uses of AI will be most important in 2022?

. Not important . Somewhat important . Very important

Automated

recommendations [ e& 45%

Commercial uses
(better propensity  FeEiA
to pay models etc)

Newsroom automation
(tagging/transcription/ FS{e[/A
assisted subbing etc)
Newsgathering (e.g. help
identifying stories/ o)/
interrogate data)

Robo-journalism  [SE0LZ5 30% 10%

Figure 4. Bar chart of importance of Al use by category in newsrooms (Newman, 2022)

3.4 Ethics Considerations

There are many ethical questions to be considered when using algorithms and artificial

intelligence to produce news.

The Council for Mass Media in Finland (CMM) is a self-regulatory organ of the Finnish
publishers and journalists, which publishes the Journalist’s Guidelines, a collection of
the ethical rules of journalism in Finland that most outlets adhere to. (Ala-Fossi, et al,

2021, p. 162).

In 2019, the Council for Mass Media issued a statement on how the use of automation
and personalization of news should be marked. At the same time, it also defines that the
use of algorithmic tools is indeed journalistic work, and that media outlets should act re-
sponsibly and transparently while using algorithms. (Council for Mass Media in Fin-

land, 2019).
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When news organizations are planning to take automated content generators into use,
they also need to consider some legal factors, such as copyright infringement or libel as
a consequence of automation (Lindén, et al, 2019). Even if the error is made by a ma-
chine, the decision to publish is still made by humans. It is not possible to sue an algo-

rithm, so humans are still the ones responsible (Broussard & Lewis, 2019).

3.4.1 Black Boxes

Newsrooms often lack the necessary resources and skills to be able to develop automa-
tion tools themselves, forcing them to collaborate with companies that develop soft-
ware. (Graefe, 2016, p. 20). This has the potential of putting the transparency at jeop-
ardy.

The Council for Mass Media stipulates that the power of journalistic decision-making
should not be transferred to companies making the algorithms, and that developers of
these automatizations also adhere to the guidelines for journalists. The responsibility for
ensuring that the decision-making power is not relinquished lies with the editorial office
and the chief editor, who must understand the effects of algorithms. The Council’s state-

ment is provided below in its entirety:

The Council states that the use of news automation and targeted content
always constitutes a journalistic choice. It includes choices about what to
publish, with what emphasis and to whom. This is at the core of journalistic

decision-making power.

The guidelines for journalists stipulate that the decisions concerning the
content of media should be based on journalistic principles and the power to
make such decisions should not be surrendered to any party outside the
editorial office. Consequently, such decision-making power should also not
be transferred to makers of algorithms outside the editorial office. The
editorial staff — ultimately the chief editor — bears the responsibility for the

effects of algorithms on journalistic content.

The Council states that media outlets should have sufficient understanding of
the effect of algorithmic tools on content. For example, if a media outlet

purchases a tool developed externally, the outlet must examine and approve
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of its central operational principles and be able to react, should problems

arise.

The Council reminds that the guidelines for journalists apply to all
Jjournalistic work. Media outlets must therefore ensure that their digital
service developers also adhere to the guidelines, when they independently

make decisions that influence journalistic content.

(Council for Mass Media, 2019)

When it comes to news produced by an algorithm or a machine learning model, the
grounds on which they operate are not always easily understandable. This is called ex-
plainability, where even if some machine learning algorithms can be very accurate in
producing results, but very opaque in terms of how they make decisions. “The notion
black-box Al refers to such scenarios, where it is not possible to trace back to the reason
for certain decisions. Explainability is a property of those Al systems that instead can
provide a form of explanation for their actions.” (High-Level Expert Group on Artificial

Intelligence, 2019).

In other words, template-based automations are code that can be traced back to see why
and how the template made choices. machine learning models are trained on vast
amounts of data, and the underlying rules cannot easily be made visible and the results

traced back to how they were reached.

3.4.2 Who Gets the Byline?

The byline, that is the line that states who wrote or collaborated on the article,
is a standard practice to give credit where credit is due. In the case of auto-
mated journalism, the practices were heavily varied between different online
publications. For example the Associated Press notes how the article was
generated on the bottom of every automated news story (Marconi, 2019, p.

97).

In Finland, the Council for Mass Media expressed its view that the public has a right to
know about news automation, and obligates its member outlets to “disclose to the public

if journalistic content published by them has, to an essential extent, been generated and
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published automatically”, and recommends that media outlets disclose the type of auto-

mation and the source of the information. (Council for Mass Media, 2019).

37



4 EMPIRICAL FINDINGS

The following findings are based on interviews conducted with experts from Yle and

STT.

4.1 Template-based Automations

At Yle, the Voitto robot is still in active use, although it has evolved since being intro-

duced in late 2016. It’s current use is described in its own chapter below.

At STT, there have been several projects related to automation, but there are no systems
actually producing news articles currently in use, mainly because of a lack of resources.
“If there are templates, there always needs to be someone who maintains and produces
and makes them.” (Interview with Salmela, 2021). Yle has even provided STT with a
version of its own Voitto robot, but it is not in use either (Interview with Ryynénen,

2021).

4.1.1 Case: Voitto

The Voitto robot, of which the open-sourced version’s templating functionality has been
described in a previous chapter, has been developed further and an improved version of
it is still in use at Yle. Voitto’s first assignment in December of 2016 was to write
match reports on ten NHL ice hockey games overnight, which it successfully did. Since
then, it has written stories on different sports — more ice hockey, floorball, football and
others — but not NHL, as those were games human journalists wanted to cover (Inter-
view with Ryynénen, 2021). It’s quite interesting that journalists’ preferences affect
what kind of assignments robots get — and that humans get to cover the big leagues,

while less prestigious games’ reporting is found suitable to automate.

After a successful start in sports, Voitto started preparing for the Finnish municipal elec-
tions in the spring of 2017. That was also a success, so since then Voitto has been writ-
ing about politics quite a lot. “Nowadays, Voitto follows politicians. We are gathering
information about Members of Parliament. And we make once a month a newsletter that

tells what Voitto has done in the past month.” (Interview with Ryynénen, 2021).
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The technology that Voitto is built upon is built upon is a lot of short template texts,
which are then filled with relevant data points based on available data for the given
topic. The idea is that almost anything that has associated, machine-readable data can be
automated. That is why sports is an easy choice, there is a lot of time-stamped match
data available. The same applies for politics, and that can be even more interesting to

follow.

It's not very dangerous to automate sports news because if you make a
mistake, it's not so bad, but on a political area, if you make a mistake, it could
be a scandal. So therefore, it's way more interesting to work on a political

area, but it's also more dangerous.

(Interview with Ryynénen, 2021)

Voitto is able to report on elections, how a Member of Parliament has voted, or what
they have said during assembly or meeting attendance. “We are trying to gather all
kinds of statistics about Parliament Members’ doings and sayings, but for now we ha-

ven’t gone beyond that.” (Interview with Ryynénen, 2021).

In addition to writing about politics, Voitto has learned to draw. Whenever there is a
vote in the Finnish Parliament, Voitto draws an image of how the votes were distributed
among the parties and MP’s, so journalists can use a ready-made image in their news ar-

ticle. (Interview with Ryynénen, 2021).

The problem with template-based solutions is that the public will find fully automated
news repetitive. This is also one of the principal reasons why automated news needs to
be edited by a human journalist before publication. The robot can create the basis for the
article, and a human journalist can enrich it by adding descriptive text, providing back-
ground and context, or for instance by conduct interview related to the topic. This way,
articles can be quickly published by automation, only to be enriched with more content
by a human journalist. To begin with, Voitto’s news were completely automated, be-
cause the point of automation is to free up human resources. But Voitto has evolved,
and nowadays only writes a small number of articles and a monthly newsletter, but they
too are edited and enriched by a human journalist before publication. (Interview with

Ryynénen, 2021).
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4.1.2 Valtteri

The Valtteri bot detailed earlier was in development around the same time as Voitto, but
did not get traction at Yle. “It was a different project. We talked about maybe
cooperating, but because of political issues between a government media versus
commercial media, we didn't find any any clear land to work together, so to say, so

therefore they are separate projects.” (Interview with Ryynénen, 2021).

4.2 Machine Learning

Ryynénen notes that “Voitto is nothing about machine learning or artificial intelligence”
and that only the recommendation engine has a machine learning component. “We ha-
ven’t been trying to make synthetic news, so to say, that [a] machine wouldn’t have any
kind of templates, but that [an] algorithm would somehow learn to write human lan-
guage. [...] But those are kind of top edge technologies anyway in this planet so there-
fore we haven’t been trying those in Finnish yet, but maybe one day.” (Interview with

Ryynénen, 2021).

4.2.1 Case: Scoopmatic

STT in turn has tried developing a cutting-edge machine learning model for sports news
in project Scoopmatic, funded by the Google Digital News Initiative and done in collab-
oration with researchers from the University of Turku. “It first learned to write Finnish
in the STT style using our own digital archives, and then we started giving it parameters
to write about. Our aim was to create a model that could write news on ice hockey. It
would be given the match data and based on that and what it knew from our previous
hockey news, it would write the text. And it could do it. Its Finnish was decent.”

The problem was that it could suddenly invent events that did not happen, such as write

about a team that was not on the ice in that match, or use language out of context.

It was really interesting to see that with relatively little material to teach it
with it learnt such a small language as Finnish, and that the output is much

more interesting for the reader than a recurring template.

But when we talk about journalism where facts matter, we didn’t reach the

point where it would be factual enough to publish directly. Or that it would
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have been so factual that a journalist would not have had to edit each short

text and clear it for publication.

If we have that kind of a solution, it won’t save us any of the resources and

time that we would want it to save. But this was an interesting experiment.

(Interview with Salmela, 2021)

The Scoopmatic project dataset comprised of 3,454 Finnish leagues’ ice hockey games
with statistics and at least one corresponding news article, from 1994-2018. (Kanerva,
et al, 2019, p. 2). The problem with machine learning is that the need for learning mate-
rial is immense, more than was available in STT’s archives. “You need like millions of
items. [...] They tried to make sports news and there is simply not enough sports news

in Finnish to learn that kind of algorithm correctly.” (Interview with Ryynénen, 2021).

The problem with these models is, if you think about text generation, that if
they hallucinate, then STT can’t use them. Trustworthiness is our principal
value. If our news can’t be trusted, we don’t have anything, and we don’t

publish any best guesses.

(Interview with Salmela, 2021)

The Scoopmatic project has ended, but the developed model is publicly available. (In-
terview with Salmela, 2021).

4.2.2 Summarization

Yle has been trying summarization, but the quality has not been good enough to publish
condensed versions of articles without review. They can be classified as helper tools for
journalists. (Interview with Ryyninen, 2021). However, the keyword extraction using

Annif is based on machine learning and trained with Yle articles instead of The National
Library’s material. (Kauranen, 2021). STT has so far not used versioning or summariza-

tion of its articles. (Interview with Salmela, 2021).
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4.3 Resources

With regard to resources, Yle and STT play in different leagues. At Yle, transparency is
requiring them to develop their own tools instead of purchasing third-party software, as

there is no transparency into how software developed by third parties works.

STT lacks the resources for any in-house development of automation. To counteract
this, they take part in cooperation projects, such as the Google DNI -funded Scoopmatic
described above, which had University of Turku researchers create a machine learning
model based on STT’s news archive (Paikkala, 2020), or the EU’s Horizon 2020 -
funded EMBEDDIA project, during which a handful of tools were developed and re-
leased (Pollak, et al, 2021), and with Finnish media when there are mutual interests and

benefits. (Interview with Salmela, 2021).

Templates always require someone who programs, updates and understands them, and if
that person is not a part of the newsroom, it is hard to train a journalist to do it on the
side. “The primary goal of automation is to free up journalists’ time to do something
more meaningful. If all the time it takes going over sports results or finance reports
would be freed up for more in-depth reporting, then that would be better service for our
customers and the audience who the news are for in the end.” Also, through automation
STT hopes to offer content that they currently cannot do, such as automated sports news

from regional leagues. (Interview with Salmela, 2021).

In an effort to save journalists’ time, STT has developed a tool called Pikkulintu (“small
bird” in Finnish), that is a browser extension that can be asked to monitor web pages for
changes or keywords, and then it alerts the journalist. That way they don’t have to spend
time manually checking for updates, but can react quickly when needed. (Interview with

Salmela, 2021).
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4.4 No More Black Boxes

We actually build all the tools by ourselves, or pretty much.

(Interview with Ryynénen, 2021)
To tackle the issue of black boxes, Yle builds its own tools itself. That way they do not

have to guess how a software bought from a private company works.

STT’s Salmela (2022, interview) raises the same issue: very few news organizations in
Finland have the needed resources, even if there is a demand for certain types of auto-

mated software.

The issue that Salmela raises about the difference in troubleshooting a template-based

techniques and machine learning techniques is also more generally recognized in Al.

Yle, on the other hand, is taxpayer-funded and as such does not have the same kinds of
issues with resources. Jarkko Ryynénen (interview, 2021) says that as a public broad-
caster, Yle must know how the automation tools producing the news work, so as to
avoid any kind of bias by the robot journalist. That is why Yle develops its own tools
in-house instead of buying or licensing ready-made tools. It has previously also used

commercial products but is moving away from that to be in control of its own tools.

Unlike templates, one cannot see inside a machine learning model to see on what basis a
certain decision is made and why, essentially making the process a black box. This can,
at worst, lead to completely unforeseen results in an article, such as radical events that

have not actually taken place.

If a template-based machine makes a mistake in an article, then you just go
in and see inside the template and locate the error in the code. But if Scoop-
matic makes a text, and this is a real example, where an ice hockey game
starts, but at the end everyone is dead on the ice, it’s hard to ask the machine
why it made these choices. My assumption is, that if you look at our whole
archive, the news are often about conflicts and the language of conflict and

sports is quite similar.

(Interview with Salmela, 2021)
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Salmela calls these kinds of machine learning issues as the Al “hallucinating”, to which
a possible solution could be to use templates in conjunction with machine learning algo-

rithms. (Interview with Salmela, 2021).

4.4.1 Robot Bylines

Both Yle and STT adhere to the Council for Mass Media’s guidelines for journalists,
although there are slight differences in their approach. Salmela says that “if it’s an NLP
model that writes the first version of a sports or finance story, then there has to be a
mention that it’s automated text, and a short explanation of what it’s based on, but in

our case the credits would still go to STT”.

At Yle, the byline is shared in case there is a human journalist involved: “Voitto gets
[its] own byline and those human beings involved get their own so everyone is men-
tioned. So Voitto is like one of the colleagues of journalists, so they are in the same
level.” If the article includes images or widgets that are compiled by Voitto, it is men-

tioned inline, but not at the end of the article. (Interview with Ryynénen, 2021).

4.5 Responsibilities

Using automation in the newsroom raises questions about responsibilities and how they
are divided. The automated machine could be connected to a bogus data source, and if
news based on this are published automatically or with too few checks, then it could go
against the guidelines for journalists, or even constitute an offence, such as libel. “Ma-
chines don’t notice these things, so a human must to some extent monitor what the ma-

chine is doing.” (Interview with Salmela, 2021).

Systems errors do happen, or errors in the code, which might lead to a news article not
being entirely true. In that case, it’s most important to correct these mistakes and openly

tell the audience what happened. (Interview with Salmela, 2021).

At Yle, the responsibilities are one of the main factors why they use templates. “In the
end, there’s always a human being who is responsible for those articles. And usually
those human beings want to know how this machine works.” (Interview with Ryynénen,

2021). Whether to publish or not, or whether to automatically publish automated stories
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or not, is still a human decision. From that standpoint it doesn’t matter if it’s a human
journalist or an automated one who has written the article — errors are handled in ac-
cordance with a normal journalistic process, where factual errors are corrected, no mat-
ter who made the error. (Interview with Ryynénen, 2021). The responsibility lies with

the publisher.

So when you 're using templates, you can say that if we put in this kind of data,
we will get this kind of output. But then machine learning, it’s more compli-
cated. You can say that if we put this kind of data in, we get pretty much
something like this, but we can’t be sure. And usually that’s not the answer

that [the] human being responsible wants to hear.

(Interview with Ryynénen, 2021)

“For some reason we do not trust machines as much as we trust human beings. And

maybe there’s a good reason for that. Usually people are more afraid of [a] machine do-
ing bad things than human beings doing bad things. [Machines] are so fast that they can
do so many bad things in such a short time period, so there is a point in that way. (Inter-

view with Ryynénen, 2021).

4.6 Reception by Journalists

A natural urge of humans is to think of as rivals anything that does our work faster or
more efficiently. That is the case with Al as well. STT’s Salmela (2021, interview)
thinks the resistance is not so much against the new tools, but against having no time to

properly learn them.

I’ve often been told that us journalists have many doubts and are very hesitant
to change. I don’t agree. I'm not sure if it’s because I work in a news agency,
but we have very many workflows where this [automation] suits very well,
and people generally are quite excited about [for instance] getting financial
data directly into the content management system. They understand that

there’s still so much work to be done that if the financial data they need comes
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automatically, they can’t go to lunch for the rest of the day, but instead get

five minutes to do other stuff.

(Interview with Salmela, 2021)

That is to say that what is perceived as a negative reception towards automation might
in fact be misdirected, and the real cause for skepticism is the lack of support in taking
the new tools into use. “There is hesitancy, but mostly it’s about people understanding
the realities of their own work and workflows. So my experience is that if people think
they don’t get enough orientation, if they need to start using a new tool but don’t know

how, then it feels like it makes the work harder.” (Interview with Salmela, 2021)

In the interview, Ryynénen tells the birth story of Yle’s Voitto robot almost like an an-
ecdote. “The reactions are pretty interesting. When we started this thing in 2016 and
Voitto wrote ten articles of NHL games. And we were so proud when we went to the
sports department to show what we have done. And all the journalists were afraid of
what kind of monster this Voitto is and the first or second question was that ‘will this
robot take my job?’ So that was their major issue. They weren't impressed at first that

what this kind of automatic thing could do.”

The gut reaction by journalists was first fear for their own employment, and the devel-
opment team was suspected of being in on a scheme to reduce the number of people in
the office. The first articles were credited to Voitto (which has a dual meaning in Finn-
ish, the literal translation is “victory”, but it is also a male first name) and an image of a
robot. For some reason, the development team then decided to make a plush doll of

Voitto, a sort of 1-meter-tall marketing gimmick.

People started to think that it's actually the doll that makes those stories, and
since that doll was kind of cute, so they weren't afraid of that robot anymore,
that's [a] very strange thing, and it was a [sic] lucky that we decided to make
that doll. I can't remember why we [made it], maybe it was because we have
to have something to show because it's kind of abstract to show some kind of
lines of code. But it was [a] lucky accident. So people, instead of being afraid
of that robot, they wanted to take selfies with that doll.

(Interview with Ryynénen, 2021)
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After that doll, the attitudes at Yle changed. “People weren’t afraid anymore and they
started to think that ‘I have so much dull work that that thing could do, and I could do

299

something more interesting’” (Interview with Ryynénen, 2021).

Salmela sees that the news industry’s understanding of automation has increased in the
past five years. Journalists are no longer as worried that robots will come and take their
jobs. “They are starting to understand that if robots take their jobs, the journalism that is

left is not going to be terribly good”. (Interview with Salmela, 2021).

4.7 Reception by the Audience

According to Ryyninen, the Voitto-generated articles are met with a quite the binary re-
action, some people like them very much and other hate them. “They actually said that
they won't read anything from Yle anymore because there is a robot doing human’s
job.” On the other hand, some people love traditional teletext pages because of the sim-
plified, no-nonsense format, and Voitto sports reports “are kind of teletext pages but
maybe version 2.0. There is more stuff in that [article], but basically the same thing that

it's [a] simplified story of a match, how it went, [and] what was the end result.”

As news agencies lack their own publication channels and the articles are published by
the agency’s customers, STT has a more limited insight into how articles written by
them are received. “We don’t have direct visibility into article comments where people
might leave their first gut reaction.” (Interview with Salmela, 2021). For the time being,

STT has no automated news article systems in production.

4.8 Future Outlook

How does the future of automation look like in the next five to ten years? Yle’s
Ryynénen has high hopes for machine learning models. “We will have that synthetic
text producing in Finnish in five years, I'm quite sure of that.” A machine might even

win the Pulitzer Prize for the first time. (Interview with Ryynénen, 2021).

Salmela believes that more and more automation applications are taken into use in

newsrooms, as long as they are cost effective, reliable and user friendly. “If they [the
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automation tools] stick to the facts and don’t hallucinate, then they will be taken into
use. [...] But if the articles need to be proofread by a journalist before publication, then

a human might as well write the article themselves.” (Interview with Salmela, 2021).
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5 CONCLUSION

Newsrooms see content automation as being largely complementary to jour-
nalists' work. Yes, there are instances in content production where there is
complete automation, and if you squint, you might even say there is artificial
intelligence operating in narrow targeted areas. But the state of the art is still
far from autonomously operating in the unbounded environment of the world
and from doing the contextualized interpretation and nuanced communica-

tion required of journalists.

(Diakopoulos, 2019, p. 97)

So what can be said about the stage of automation in newsrooms? There has, for the
past decade, been a steady increase in the usage of automation in the newsroom, starting
from finance, sports and weather, fueled by the increase of quantifiable data through da-
tafication, the media’s shift to online publication, and the development of templating
and automation tools, and in parts through advancements in the field of neural networks,

machine learning, and natural language processing.

While this progress has been seemingly fast, this intelligent automation simply has not
been able to live up to the wildest predictions: autonomous robot journalists, Pulitzers,

and 90% of news being written by machines. There have been many trials and errors.

The examples from the organizations this thesis has most focused on, Yle and STT,
have had very different kinds of projects that are almost hard to compare, but in a way
neither of them have yet managed to create a system that is completely autonomous, de-
spite the initial idea that a machine’s work must be so reliable, trustworthy and accurate
— and fulfil the outlet’s criteria on language — that it doesn’t require human intervention,

or at least not too much of it time-wise.

Yle’s Voitto robot started out as a simple template-based system, writing sports and
election news that could be published automatically. While it performed adequately, the
fact that is that template-based systems tend to become repetitive — there are only so
many ways a story that needs to include the same key factors can be written. Voitto has

since evolved, and now works in tandem with a human journalist. Voitto can provide
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the base, to which a human journalist may build upon by doing something only a human
— at least now — can do: provide background, analysis, and interviews. The sports arti-
cles Voitto writes are built on statistics, time-stamped events from the game’s logs.

There is no deeper understanding or emotion that can be conveyed to the reader.

STT’s Scoopmatic project, the pilot into producing news using machine learning algo-
rithms, thus achieving richer and more diverse language is commendable. In this case, it
seems the material with which to train the model was simply not sufficient, even though
it encompassed all of STT’s archived articles on ice hockey matches in Finnish leagues.
While the resulting articles were interesting and at times hilarious, they were simply not
ready for publication, as the events described did not actually take place. To be pub-
lished, they too would be in dire need of a human journalist to correct the errors. Insuffi-
ciently trained, the machine makes up its own events. This tendency to hallucinate could
possibly be counteracted by using a hybrid model, where both templates and machine

learning would be used for a single article.

Voitto has now found a way to work as a tool for journalists, but Scoopmatic is for now
not being used or further developed at STT. Both projects have served an important
role, though: in the early days of automated news, journalists were afraid of having to
compete or even of losing their jobs to these new machines, but now most human jour-
nalists accept that they are more like another tool in the toolbox: automating the tedious
part of newsgathering or article generation, and giving the journalist more time to focus
on what they do best: write compelling, thought-out stories, conduct interviews and pro-
vide the angle and emotion in a story. After all, it is still the human who is responsible

for what is published, so it must be the humans who tell robots what to do.

In this way, the thinking and attitudes towards automated journalism has progressed
quite a lot. The adoption of these systems is not only to automatically create more news,
but to increase the quality and speed with which humans can write news. That, in effect,
requires accepting to shift the objective from machine autonomy to machine collabora-

tion, but if the end result of better news faster is reached, does it really matter?

We can safely say that complete automation of news is still a ways off. Template-based

systems are being used in newsrooms, but often as a basis for a journalist to expand
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upon. Machine learning is mostly deemed too unreliable to be used for writing articles,
but has found its use as a tool for suggesting keywords, correcting spelling or looking
up facts as the human journalist writes an article. So maybe the future is not about robot
journalists replacing human journalists, but instead about robots working alongside hu-

mans, providing more advanced tools.

Even though a deeper delve into the topic is outside the scope of this thesis, it warrants
at least a passing mention in the conclusion: As digital data is increasingly used for
news production, it is also used to track and analyze the behavior of readers of online
publications, as well as on social media. When readers are sufficiently profiled, it opens
up the possibility for not only recommended articles on a personal level, also automati-
cally tailored news for each reader — such as different articles on an ice hockey match,
based on which team the reader supports, or on a range of other topics — which could
have far-reaching effects on societies as a whole, possibly driving polarization and news
bubbles, when the tone of news can be customized per reader using the same tools used
for automating the news as a whole. This risks proving true, even for journalism, Zub-
off’s third law: “In the absence of countervailing restrictions and sanctions, every digital
application that can be used for surveillance and control will be used for surveillance

and control, irrespective of its originating intention.”

Robots do not — at least not yet — consume news the same way humans do, so they can-
not be entrusted with the autonomous publication simply because they lack the human
condition of emotion, without which there cannot be a complete grasp on context. No
matter how thoroughly the model has been trained, even eloquent writing is just an

emulation and amalgamation of human journalists’ collective effort.

Progress for the actual intelligent automation of news has been slower than anticipated.
But as new machine learning algorithms are created and old ones improved, the situa-
tion may quickly change. OpenAl’s GPT-4 is expected to come out shortly after this
thesis is published, and offer vastly increased performance. News outlets’ interest in
pursuing news automation and allocating resources for their development is a limiting
factor, as according to surveys (see p. 33) they are prioritizing other uses for Al in the

newsroom.
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It remains to be seen how the intelligent automation of news is taken into use in news-
rooms both in Finland and abroad. As of now, the technology is not mature enough for
articles to be written completely autonomously, and the newsrooms are responsible
enough to at a minimum double-check what the machine has written, but in many cases
collaborate with the machine, combining the skills and abilities of human and robot
journalists to produce more and better journalism, and both are mentioned in the byline.

This is ultimately to the benefit of the audience, the readers and consumers of the news.
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APPENDICES

Appendix 1: Pre-Written Questions

Q: What kind of automated tools does [Yle / STT] use for news production?

Q: In what kind of news could automation or Al replace a human journalist? What kind

of news is automation or Al better suited to be a tool for journalists to use?

Q: Does [Yle / STT] use templating in producing the basis of news articles? In what

kind of articles?

Q: Does [Yle / STT] use machine learning and natural language processing to produce

articles?

Q: Does [Yle / STT] use versioning or content summarization, or automatic

recommendation of images to accompany an article?

Q: Does [Yle / STT] seek cost savings by automating the news?

Q: When a robot produces the news, who gets the byline? Are such news labeled?

Q: In your opinion, can a piece written by Al go against the guidelines for journalists?

For instance surrendering decision-making outside the editorial office?

Q: How do journalists react to the technological development?

Q: How does the audience respond and how do you know it?

Q: What will happen in this field in the next 5 to 10 years?
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Appendix 2: Transcript of Interview with Jarkko Ryynanen

Date: 26.11.2021
Place: Microsoft Teams

Sampo Sauri: What kind of automation tools does Yle News
use for news production?

Jarkko Ryyndnen: That's a kind of a complex question. We
actually build all the tools by ourselves, or pretty much.
In some parts of the way we might be using some some
shopped tools, but anywho, they are pretty much all there
homemade.

Like for example for the Voitto robot. We have built every-
thing by ourselves so, homemade stuff, DIY.

Now that you mentioned Voitto, but it's been a while since
it's been in the news. It's sort of when it launched there
was more about it, but how does Voitto work? And how has it
evolved during the past four years?

Actually five years, it was December 2015. Nowadays, Voitto
follows politicians. We are gathering information about
Members of Parliament. And we make once a month a newslet-
ter that tells what Voitto has done in the past month. But
when Voitto was born, he was keen on hockey, NHL to be ex-
act. He wrote ten articles about NHL hockey. And since
those days, Voitto has been writing stories about sport.
Different kinds of sports: floorball, ice hockey, football
and so on.

But pretty soon, 2017 there was a municipal election, so we
tried if Voitto would be suitable for political journalism,
and he was. So since those days Voitto has been writing a
lot about politics. And he will do some stuff in these,
they are aluevaalit, it is in English, it's a county elec-
tion. That's a long way down in the brain, but it it's
weird name but it's called the county election.

OK, so Voitto is working for you through this county elec-
tion.

Yeah.

I read up that there was a bot called Valtteri which was
also doing things like municipal elections 2017. Is that a
different project altogether or is it sort of combined?

Yeah, it was a different project. We talked about, uh,
maybe cooperating, but because of political issues between
a government media versus commercial media, we didn't find
any any clear land to work together, so to say, so there-
fore they are separate projects.
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OK. I get it. Just to recap, the Voitto robot started out
doing sports journalism on ice hockey, then moved on to
other sports and politics.

Yeah, that's right.

Alright, good. How would you then say it, is it possible,
or in what kind of news could automation or AI replace a
human journalist?

At first I have to mention that Voitto is nothing about ma-
chine learning or artificial intelligence. Voitto is using
premade templates. And you could simplify that Voitto has
brief app templates and he fills out data points that those
templates. It's, uh, maybe too much simplified, but the ba-
sics are like that so you can automate basically anything
where you have a machine readable data.

And for those reasons, sports are quite obvious victims.
But also, there is pretty much data on politics too, and
it's a more interesting area. Nowadays people are talking
much about ethics of machines or artificial intelligence
and it's not very dangerous to automate sports news because
if you make a mistake, it's not so bad, but on a political
area, if you make a mistake, it could be a scandal.

So therefore, it's way more interesting to work on a polit-
ical area, but it's also more dangerous. And then for exam-
ple about those Parliament Member following things we are
gathering information from the Parliament web page. And we
are reporting, for example, what they have spoken in the
meetings or how they have voted or attended meetings. We
are trying to gather all kinds of statistics about Parlia-
ment Members’ doings and sayings. But for now we haven't
gone beyond that.

Human beings, we are pretty good on deducing from data so
we can deduce that if you combine these two data points it
must mean that there is something happening with this Par-
liament Member and Voitto is doing nothing like that at the
moment. So we are keeping on an almost statistical level so
to say.

Yeah, I understand. Are those articles that Voitto does,
are they being read by a human journalist before publica-
tion? Or is it completely automatic?

At first they were completely automatic and the reason is
that if you automate something, it it's a bad idea to make
a human being to check if the automation is going smoothly.
For example, if you are grinding wheat, it's a dumb idea to
put a human being to watch that. The flour will be good be-
cause that's the whole point of alternate version, automa-
tization that you don't need those human beings. So we
started with that. But nowadays it's more like cooperation
between human and machine, so Voitto isn't doing all the
articles by or all those newsletters by himself, but they
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are like combined work of human beings and machine and
therefore you could say that they are read by a human being
before they are sent.

Yeah, so they are. The Voitto robot sort of makes an arti-
cle with all these statistical parts in it, but then a hu-
man journalist can sort of add to that.

Yeah, that's right.
It’'s sort of in a normal journalistic process.
Yeah, that's correct.

My next question then is going on to this AI or machine
learning, kind of. Does Yle have machine learning initia-
tives or are they producing news which leverage those kinds
of technologies?

We are using machine learning in recommendation where you
have to know what kind of things are interesting to certain
kind of users.

And we have been trying like audio to text things and stuff
like that, but they are not so widely used. So basically,
the recommendation is maybe the most used and we haven't
been trying to make synthetic news, so to say that machine
wouldn't have any kind of templates, but that algorithm
would somehow learn to write human language.

But those are kind of top edge technologies anyway in this
planet so therefore we haven’t been trying those in Finnish
yet, but maybe one day.

Yeah. Thanks for your answer, it's good. It was on my list
here of questions, that does Yle use machine learning or
like natural language processing to produce text, but maybe
in the future.

No, the only owner case that I know in Finnish is Suomen
Tietotoimisto case where they tried to produce news with ML
algorithm and it was an interesting case, but they ran out
of time and ran out of learning materials, so they didn't
quite reach the goal in that case, but it's interesting
case in any way.

Very interesting, and I shouldn’t think that STT are run-
ning out of material to train it with.

Well, the basic problem in machine learning is that you
need so big pile of learning material that it's unbelieva-
ble. It's usually in every case where I have been involved,
we have run out of that material. So you need like millions
of items.

And for example this, they tried to make a sport news and
there is simply not enough sports news in Finnish to learn
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that kind of algorithm correctly, at least at those days,
there is some gimmicks that you can use in that learning
material, but they can, how would I say, affect the end re-
sult.

Yeah, I understand. Then does, or how much does Yle use, if
at all, automatic versioning of articles or content summa-
rization?

Ah, you mean, like, giving a different kind of article to
different kind of users.

Yeah, but yes, that an article would be made into a differ-
ent kind of, just made shorter or made into a listicle or a
maybe sort of different type of article.

I don't know any case that we are using that. I know the
BBC is doing that at the moment and as far as I know in
Finland we are, you know, like in front page level in that
kind of thinking at the moment. Like for example, both af-
ternoon paper media sites, they are different each user so
they adapt the content in front page, but I don't know if
they adjust that content in article level at the moment.
But I know that BBC has done that kind of thing so.

Yeah, I think the AP has been doing sort of content summa-
rization with sort of a machine learning algorithm to make
it.

Yeah, that's the different story. We have been trying sum-
marization. But at the moment you can help a human being to
make a summarization, but they are not so good quality yet
that you could publish them directly to the end user. So
they are more like tool kind of things like helpers for
journalists.

I'll backtrack a bit. I'm looking more at the tools for
journalists and not so much on the recommendation part of
how to publish. You said that it can be used as a tool for
journalists, but have you sort of played with summariza-
tion?

Yeah, we we haven't tried it actually in printing. Many
like proof of concept cases. But I don't think that's we
are using it day by day basis. So they are more like *“hey,
let's try out, could we summarize? They just kind of con-
tent types and maybe automatically transfer them to audio
or something like that.

Yeah, I understand.
Do you have a set of other automatic tools to help journal-
ists, like recommending images to use or videos to use in

an article based on the content? So by keywords or?

I'm not sure if I'm the right person to know about that be-
cause I haven't been working on those CMS level things in
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such a long time, but no that I know of, but I'm not sure.
But we are, well, this is kind of basic tools, but when are
you having metadata so we have a optimization recommending
or saying that these keywords might be good for this arti-
cle, so that kind of stuff we have been doing years and
years.

Yeah.
But I'm not sure if it's any interesting.

Yes, it is a bit interesting that too. What kind of methods
do you have to that. And what ontologies or?

Actually, we used Leiki before, but now we are using our
in-house product for that.

OK.

And this is more like ethical question. This why we are
moving to homemade stuff is because even though firms are
selling these things as services, but usually they are kind
of black boxes that you don't know how they are working. If
there is an error, how you can fix it. But when you do it
yourself, you know exactly how it was done and if it's
working incorrectly, you know who is going to fix that.
Therefore, we are moving more and more to this DIY thing.

That's kind of an interesting point, that you mentioned
about these commercial systems often being black boxes, so
you can't really know what kind of an algorithm produces
the end result. So there's a matter of trust in that thing.

Yeah, that's right.

Maybe you can answer this, maybe not, but when there's rec-
ommendation of images that could work with the article, do
you know if you make sort of automatic charts like in-
fographics or automatic maps based on data or templates? Do
you have like tools where you just input some fields?

Yeah, actually, that's pretty much what what Voitto is do-
ing.

For example, whenever there is a vote on a Parliament,
Finnish Parliament Voitto draws a picture of that voting,
and if journalists want to use that image, they can use it
so. And they are voting every day and so many votes. So
there is a thousands and thousands of pictures of votes or
voting in Finnish Parliament. And we have been thinking
that we should change that algorithm that you could kind of
order Voitto to draw picture so he would draw pictures only
when it's needed, but it's more simpler to build that kind
of machine that just draws picture every time there is a
voting. So which test the locking lot of those kind of pic-
tures in our CMS and only few of them will be used in arti-
cles, but that's one example that where we are using. And
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they are same kind of templates where is the end result and
the name of the voting that has been done in Parliament.

Yeah, but now that you went back to mentioning the tem-
plates, I have a follow up question there. Can you recap in
what kind of articles is templating used? Is it just sports
and politics or are you looking at having more different
kinds of articles where it's used?

Yeah, we are using them pretty much in every aspects of
journalism. Voitto isn't necessarily doing them, but we are
using actually both software, I can't come up with the name
at the moment, but maybe it comes later, but where you can
for example make a bar chart or line chart with some data,
that will work in in about every area of journalism so yes,
we are using them pretty much everywhere.

Can you explain in more detail, how does the templating
work?

In Voitto case, Voitto, traffic, everything. So you put in
data. You receive a image. Because we made it that way, but
in that software that we are using a well, if they are kind
of which sets. Rather than a images. So you put data in in-
side of widgets and widget is showing it like in bar chart
or lunch or or pie chart or whatever shape you would like
to use.

And how about the templating for the articles themselves
that Voitto is doing? Can you shed some more light on how
exactly that's done?

In sports area we are using like they all like sentence
templating, that if the game match was a tie at the last
minute of the game, so we can say that it was a tight game.

And there was a surprise in the end when other team made a
goal in a last minute, so we have this if .. else kind of
stuff there and we are running through that data and pick
up lines for the article, deduced by the data. And the com-
plexity of that is that you have to know before what kind
of things would be interesting in certain kind of cases,
and there is a danger that you are forgetting some kind of
random case that there is no sentence for that kind of sit-
uations at all, and we human beings are very good at point-
ing out those kind of things that Voitto is ignorant, he
doesn't know anything interesting in this data set and hu-
man being sees right at the first second that that was the
interesting part, but because we didn't teach Voitto to
recognize those cases, he will not recognize those cases.

So that's the problem with template-based deducing that you
have to know beforehand every case that you want that ma-
chine to know. And machine learning is way more flexible on
those kind of situations. So that's the big benefit of ma-
chine learning or artificial intelligence.
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So technically, how is it done? Is it a Python script or
what kind of a program is it?

Ah, it's so old that I can check that the tech for you, but
I can't remember it right away. It might have been Scala,
but I'm not sure.

Well, they did so. Series of if and if else statements that
pick the right kind of text file.

And actually we have, if you want to see the code, we have
Voitto as an open source version. So you can find it.

Oh, you have it on GitHub or somewhere.

Yeah, it's in GitHub. So if you want to see how it how it's
works. So you can see it.

OK, good to know. Alright.

And actually Voitto is used, Suomen Tietotoimisto has an
own version of Voitto and Ilkka-Pohjalainen also has a ver-
sion of Voitto.

Good to know.
So we have given it away also.

Yeah, if it's open source then anyone can use it if they
want.

Yeah, and we have given them a newer version.
Alright.
Because that open source Voitto is pretty old.

OK. Alright, I'll move on. I have a few questions left
about different kinds of things. How have you found that
that journalist to react to these kinds of sort of techno-
logical features or automatization of news production?

The reactions are pretty interesting. When we started this
thing in 2016 and Voitto wrote ten articles of NHL games.
And we were so proud when we went to the sports department
to show that what we have done. And all the journalists
were afraid of what kind of monster this Voitto is and the
first or second question was that will this robot take my
job? So that was their major issue. They weren't impressed
at first that what this kind of automatic thing could do.

And we thought that thing that because every time we went

and spoke of this project people were asking that is this
some kind of scheme to reduce people in offices, and we try
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to say that no, this is so simple machine that how can we
ask that? But even though people ask for that. And then we
had a name and image in those first articles, we had a name
Voitto and image. But for some reason we decided to make a
doll of Voitto, something like maybe a little bit over 1
meter height. And since we have this doll, handmade doll
and well, we went to speak about Voitto to people started
to think that it's actually the doll that makes those sto-
ries, and since that doll was kind of cute, so they weren't
afraid of that robot anymore, that's very strange thing,
and it was a lucky that we decided to make that doll. I
can't remember why we, maybe it was because we have to have
something to show because it's kind of abstract to show
some kind of lines of codes. But it was lucky accident.

So people, instead of being afraid of that robot, they
wanted to take selfies with that doll. It was very lucky
accident and then we got to speak about what this robot
should do next, because people weren't afraid anymore and
they started to think that “I have so much dull work that
that thing could do and I could do something more interest-
ing.”

It was weird but very interesting.
Sounds like a fun experience.

Well, if that's the journalists'’ reaction, well, how has
the audience reacted to these Voitto articles.

Well, it's kind of biased, or maybe a binary reaction. Some
people are liking those articles very much in those arti-
cles that were made solely by Voitto, some people hate
Voitto very much and still do. They actually said that they
won't read anything from Yle anymore because there is a ro-
bot doing human’s job. But since in sports area, some peo-
ple are loving, for example teletext pages. And these are
kind of, well, teletext pages but maybe version 2.0. There
is more stuff in that, but basically the same thing that
it's simplified story of a match, how it went, what was the
end result. But anyway, they were read, the articles. But
then we had a problem that a human journalist wanted to
work on those sports area that are popular, so therefore
Voitto had to write stories of those sports that are not so
read. So he was doing more like niche articles.

Yeah, human journalists wanted to do NHL.

Yeah, that's right, that's actually the case that it was
the last time that Voitto did NHL game stories that Decem-
ber night on 2016. Because human journalists wanted to
write those stories.

OK, that's interesting.

But nowadays when they are cooperation between human beings
and robot, they are, we are making them more rarely. So we
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are not publishing like 1000 articles per day, but maybe a
couple of articles per month and they are kind of popular,
so plenty of people are reading those articles. But it's
hard to say what part of that is due to the robot, and what
part is due to the people. So it’s cooperation.

Well. When you mentioned the text, the Voitto logo and name
on the article. So how is it now? When Voitto or another
robot produce news, who gets the byline?

Voitto gets own byline and those human beings involved get
their own so everyone is mentioned. So Voitto is like one
of the colleagues of journalists, so they are in the same
level.

Everyone is mentioned. From a part of that kind of news
where Voitto is involved. Are they labeled in any other way
like is there a text at the end explaining Voitto anymore?

We are not using in the end, but we are saying that for ex-
ample, if there is a widget inside of the article, so we
are telling that this image or widget was made by a robo
journalist called Voitto.

OK.

For example, those Parliament voting images. Let's say them
for example. So whenever we are using them we are telling
that this was made by Voitto and we were using Parliament
data.

Well then, this is an opinion question but and could have a
kind of hypothetical when this kind of news are not writ-
ten, but in your opinion, can a piece written by AI go
against the guidelines for journalists?

Sure they can. Yeah, yes they can.
Yeah.

But yeah. I don't recommend it, but it's possible, of
course. And therefore that's one of the reasons that we are
using templates at the moment. Because, in the end, there's
always a human being who is responsible of those articles.
And usually those human beings want to know how this ma-
chine works. So when you're using templates, you can say
that if we put in this kind of data, we will get this kind
of output. But then machine learning, it's more compli-
cated. You can say that if we put this kind of data in, we
get pretty much something like this, but we can't be sure.
And usually that's not the answer that human being respon-
sible wants to hear.
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So, the more you automate, the less you have a control in
detailed level. But it's the same problem with human be-
ings. Human journalists can go amok, so what if they write
something that's illegal? You can tell them to stop. We can
pull the plug on the robot so. In the end, you have to
trust something. But for some reason we do not trust ma-
chine as much as we trust human beings. And maybe there is
a good reason for that. Usually people are more afraid of
machine, doing bad things than human beings doing bad
things. And there is one point that machines, they are usu-
ally pretty fast, so if they're doing bad things, they are
so fast that they can do so many bad things in such a short
time period so there is a point in that way.

How about some of the guidelines? There's this surrendering
of decision-making outside the editorial office. Would you
still consider AI a part of the editorial office or not?

Well, there there you have the the case of black boxes and
the in-house boxes, so therefore it's in my opinion it's
very important to do those boxes by yourself because then
you know how they work and then you don't give that that
power or authority to the outer entities, but since we al-
ready are using black boxes in this planet and in Finland,
so, if you are very strict for example afternoon papers are
breaking that rule already. I'm quite sure that they have-
n't built those recommendation softwares by themselves. But
it's weird rule anyway, because how do you draw the line
between journalistic office and those. Is a freelancer part
of that team or not, so it it's weird role anyway, in my
opinion.

Yes. It has been breaked in so many ways in so long time,
so I know what they were meaning, but it it's weird how
that how it's written in those those rules.

Yeah. Gotcha. OK, we're nearing the end of my premade ques-
tions.

How do you think this field will evolve in the next five
years?

Well, we will have that synthetic text producing in Finnish
in five years, I'm quite sure of that. I'm not sure if, for
example, in that case, is it GTP or GPT 3? Uh, it can write
English. But that's kind of semi-intelligence, but usually
the end result is so easily nonsense. So the next problem
is how to make it non-nonsense? And that's actually the
problem with that Suomen Tietotoimisto case. That they got
text machine could write a lot of text. But to tell a co-
herent story with that text is another issue. So I think
that in five years, it's a long time, so surely we have the
Finnish version of that. But maybe we have a English ver-
sion that provides sensible text. Finally, maybe first Pu-
litzer will be given to the machine. And nowadays, actually
I saw a couple of cases where artificial intelligence or
machine learning made videos by text. So you write some
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kind of story and it's transferred to video or animation.
So in in a rough you could make animations by doing a
script and running it through this kind of machine learning
thing and wow, you have a finalized animation.

Pretty cool.

Yeah. And in the same time, pretty horrible because some
days those machines will be so good that no human animators
will be needed anymore. And there we get that question that
we got where we started with Voitto that will this machine
take my job.

Well. Yeah, I mean, you're completely right. And when you
been looking at these AI made faces and now sort of Unreal
Engine animating with those faces that look completely like
humans, it won't take long.

And it's interesting that they are. Uh, going for the tele-
vision and film industry so they are? They are no not any-
more solely on their game genre, but they are moving strong
with the film industry and television so.

Yep.

It's interesting.

Right, that are already used by Lucasfilm.
Yeah, that's right.

Well, I hope you've enjoyed being interviewed, but my last
question is a counter question. Do you have any thing that
I haven't sort of mentioned that you would like to tell me
about, what you do or what Yle does in this field that
should be included in a thesis like this?

Not that comes to the mind, but I recommend if you have
time and energy. For example, we have a Nordic country
meeting thinking about the ethics of artificial intelli-
gence.

So, it's a hot topic at the moment as you know.

And there is very interesting things happening in that
area. Because the ethics of artificial intelligence are ba-
sically the ethics of human beings, and since we are so
different, we do not have a certain rule book that everyone
could follow. For example, in Sweden there is robots writ-
ing stories as you mentioned about sales of houses and ten-
ants. And in those articles the Swedish publish the price
of the house, the name of the owner or who bought it and
the age of who bought it. And we had one of these meetings
where there's the makers of that those were asking us from
different Nordic countries: “But how do you see this? Is it
OK to make these kind of stories? Is it OK to say that this
house was sold for this amount.” And pretty much everyone
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raised their hand that this is OK, and then the next ques-
tion was that “Is it OK to publish the name of the new
owner?” And for example, Swedes and Danish people were
like, “Yeah it's OK we are doing this all the time” and we
Finns were like “What the hell? Who would publish this kind
of thing?”

And the first question that is it OK to publish the age of
the new owner? And we Finns are like that “Yeah, sure, it's
statistical data, so why not?” And the Swedes and Danes
were like “No way, that's too much. We draw the line
there”, so there you see that even though we are kind of
close with Swedes and Danes, we have so big differences in
those ethical areas, so how can we teach machine to follow
certain kind of ethics when we can't even decide it by
small amount of people that what is right? What is wrong?
So that's very interesting area that's so interesting, su-
per interesting.
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Appendix 3: Transcript of Interview with Salla Salmela

Date: 20.12.2021
Place: Microsoft Teams

Sampo Sauri: S& oot STT:11a toissd. Mita sd teet sielléd-

Salla Salmela: Ma oon meiddn 24h-toimituksen tuottaja. Eli
siis kdytdnndssad vastaan meiddn uutistuotteista ja se tar-
koittaa taas sitten tdmmdéisid tyo6n kulullisia ja vuorokoh-
taisia ohjeistuksia. Sitten md pdivystdn meilld siis ihan
tdssd meiddn esihenkildringissd kaikkia sairastumisia sun
muita. Ja sit mulla toinen puoli mun tydajasta on tuollai-
nen mediapalveluissa eli mulla on sitten toinen jalka myo&s
tuolla asiakastdisséd, eli olen meidé&n media-asiakkaisiin
yhteydessd sitten siitd ettd mitd he toivoo STT:n uutisoin-
nista tai jostain jotain muita palveluitamme mitd meilld on
niin mitd he niiltd toivoo eli vahadn tdmmdinen kaksi hattua
pdédssd: Toinen on sielld journalismin puolella ja sitten
toinen on tuolla asiakastdissd ja mun tausta on ihan siis
olen toimittaja taustaltani ettd ennen kun tein t&td niin
tein itseasiassa meid&n y6vuoroja Australiassa. Eli tuota
mind olen nyt nelisen vuotta varmaan ollut tdssd tuottajana
ja sitd ennen olin sielld Sydneysséd uutistoimittajana ja
sitten sitd ennen on ollut erindisissd uutishommissa Suo-
messa.

Ma voisin aloittaa ensimmdiselld kysymykselld, minkdlaisia
tdmméisid uutisten automointitydkaluja STT kayttda uutis-
tuotannossa?

No se vastaus riippuu vdhdn ehkd siitd, ettd mikd katsotaan
sellaiseksi uutisten automatisoinniksi. Onhan ihan joku oi-
koluku on tavallaan automatisointia, mutta jos mietit&@&n
nditd tadmmdéisid vadhadn sitd kekseliddmpid, niin meilld on
muun muassa meiddn hdlytyspalvelut on osin automatisoitu,
eli kun meilld on siis tdmmdinen ydpalvelu jota myydaan me-
dia-asiakkaille, ettd jos asiakkaalla itsell&dédn ei ole yo-
pédivystystd niin sitten STT hdlyttdd sen media-asiakkaan
ikddn kuin niin kuin t&ihin siind vaiheessa, jos tapahtuu
jotain isoa vaikka joku tdmméinen iso luonnonmullistus ul-
komailla y6aikaan niin sitten tehddan tdmmdinen niin sa-
nottu valtakunnan hdlytys, niin siind on se soittorumba au-
tomatisoitu niin, ettd toimittajan tarvitsee vain yhden
kerran kirjoittaa tekstid, ettd mitd me halutaan sinne ha-
lytyksestd sanoa ja sitten sellainen automaatiojdrjestelmd
alkaa soittaa sitten meid&n asiakkaita / pdattdjia lapi ja
herdttdd heiddt. Niin se on yks esimerkki. Sitten meilld on
tdllainen niin sanottu Pikkulintu, joka on siis toimitta-
jille tdllainen selaimen lisdosa joka on meilld tuota sem-
moisessa projektissa kehitetty, minkd avulla pystyy seuraa-
maan verkkosivuja, ettd joko siis ihan silleen, ettd se voi
sddtdd jonnekin verkkosivulle, ettd ”"ilmoita minulle, Lkun
tdmd sivu pdivittyy” tai sitten sen voi s&d&td4 sinne verk-
kosivuille ettd ”"ilmoita minulle jos t&lla sivulla tai
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tdmédn sivun osiossa A, B ja C koskaan mainitaan vaikka
Suomi tai joku luku pdivittyy tai joku asiasana ilmestyy
sinne sivulle”, niin se on tarkoitettu siihen, ett& kun
meilld tehdddn siis tosi paljon tdllaista nopeata pdivan
pddllistd reagoivaa uutistyotd, niin siind se tiedon et-
sintd on sellaista, ettd koko ajan pitdd olla sekd koneessa
ettd aivoissa monta tabia auki niin vdhdn vdhennetddn sita
semmoista sinkoilun mddr&da ettd Pikkulintu kertoo sitten se
visertdd sieltd jos jossain tietyssd jossain tietylld si-
vulla vaikka pdivittyy joku odotettu asia tai odottamaton
asia. Me ollaan kaytetty sitd muun muassa noihin kansalais-
aloitteiden seurantaan, ettéd sitten kun me tiedet&dn, ettéa
joku aloite luultavasti kohta menee sitten pdyddlle niin
voidaan sddtdd sinne Pikkulintu sitten.

No meilld on Tarkkailija joka kayttdad hyvédkseen tuota mei-
dédn tytdryhtidén Retrieverin tdmmdistd mediaseuranta-osuma-
dataa niin sitd me kdytetddn sitten siihen, ettd me katso-
taan meiddn tuotannon l&apimenoca meiddn asiakkaille. Eli kun
me ollaan uutistoimisto, niin meilld ei ole suoraa pdadsya
tdllaiseen julkaisun dataan mitd julkaisijoilla on eli jos
nyt vaikka Savon Sanomat julkaisee printissd ja verkossa
STT:n jutun niin Savon Sanomat saa sen suoran padsyn taval-
laan heidadn lukijatietoihin esimerkiksi siihen, ettd kuinka
monta kertaa sitd juttua on klikattu netissd@ ja kuinka
kauvuan sitd luettu. Me ei sitd tiedetd kun me ei olla jul-
kaisija, mutta sitten meilld on td@m& Tarkkailija-tyodkalu,
jonka avulla me pystytddn ndkemddn sitten ainakin se, etta
mihin printteihin joku juttu on mennyt 1ldpi ja mihin verk-
kosivuille se juttu on mennyt 1ldpi ja esiintyykd se mahdol-
lisesti myds sitten jossain muualla verkossa kokonaisena,
ettd periaatteessa se 10ytdad myds tdllaiset vaarat kaytot,
mutta siihen me ei oikeastaan niinkd&n sitd kaytetd, vaan
siihen, ettd katsotaan, ettd mitd meiddn juttuja asiakkaat
kdyttdd paljon, mika tarkoittaa siis sitd, ettd on tehty
jotain oikein ja sitten ettd 1O6ytyykd sieltd jotain vaikka
toistuvia juttutyyppejd mitd meiddn asiakkaat eivdt ole ol-
lenkaan, mikd tarkoittaa sitd, ettd me kdytetddn meiddn re-
surssit johonkin sellaiseen mikd ei ole hyddyksi meidéan
asiakkaille ettd parempi lopettaa sellainen. Niin t&hdn me
kdytetddn Tarkkailijaa ja sitten tuota sieltd toki pystyy
yksittdinen toimittaja katsoo my6s omien juttujensa tuota
menestymistd eli jos haluaa sitten ihan silleen juttu ju-
tulta.

Sitten meilld on ollut ollut tuota kehityksessd ja kokei-
lussa tekstigeneraatiota myds siis hyvin tdllaisilla, oi-
keastikin keinodlyllisillad komponenteilla, ettd yksi tuon
Turun yliopiston kanssa Google-rahalla kehitettiin t&mmdi-
nen Scoopmatic, joka on tdammdinen itseoppiva kielimalli. Se
opetteli ensin siis meiddn arkiston digiarkiston perus-
teella kirjoittamaan suomea, kirjoittamaan STT-tyylia, kir-
joittamaan uutisia ja sitten siitd silloin ruvettiin anta-
maan vdhdn parametreja ettd mistd pitdisi kertoa eli pyrit-
tiin tekemd@dn siitd sellainen malli, joka olisi pystynyt
uutisoimaan jddkiekosta. Eli sille olisi annettu aina niin
kun otteludata, tuore otteludata ja sitten kaiken sen
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perusteella mitd se olisi tiennyt meiddn aikaisemmista jaa-
kiekkouutisista, niin se olisi kirjoittanut sitten tekstin.

Ja se pystyi siihen. Kylla sen suomi oli varsin hyvaadkin,
mutta sitten se ongelma mikd siind oli niin oli just taa
mistd Leppdsen Leo varmaan puhui sielld missd olit eli se
halusi noi ettd sitten se saattaa yhtakkiad keksid sinne
vaikka jonkun semmoisen joukkueen, joka ei ole sielld
jddlla ollutkaan. Tai sitten se saattaa napata sellaista
tavallaan kieltd mitd ei kdytettdisi, ettd se ei ymmarra
tédmmoisid ik&&n kuin tilanteita, eli se saattaa vaikka sa-
noa ettd joku joutui suihkuun kun se vaan tietdd ettd usein
tdllaisissa tilanteissa puhutaan jaddkiekon yhteydessa
tdstd. Mut et sit oikeasti kukaan ei ole komennettu pois
sieltad kentdlta.

Niin se oli tosi mielenkiintoista n&hd&d, ettd suht pienel-
18kin semmoisella opetusaineistolla niin n&& oppii sitten
ndinkin pientd kieltd kuin suomi ja siis ettd se tuotanto
mitd ne tekee on ikddn kuin mielenkiintoisempaa lukijalle
kylla kuin tdmmdinen toistuva template, mutta sitten kun
puhutaan journalismista, missd faktat pitdd olla just eika
melkein, niin ei vield pd&dsty sellaiseen pisteeseen, ettd
se olisi ollut niin niin kuin faktapohjaista se tuota ko-
neen suoritus, ettd me oltaisiin voitu vaikka suoraan jul-
kaista jotain.

Tai sitten ettd se olisi ollut niin faktapohjaista, ettda
toimittajan ei olisi tarvinnut kdydad jokaista lyhyttd teks-
tid erikseen 1ldpi ja sitten sieltd ikddn kuin toimitussih-
teerind sanoo et ok, niin silloin tullaan sitten siihen,
ettd jos meilld on tdllainen solution niin se ei sitten
kuitenkaan sddstd meiltd sitten resursseja ja aikaa jota me
halutaan ettd se sddstdisi. Mutta tdmd oli mielenkiintoinen
kokeilu ja ehkd siitd sitten joskus vield voi jotain poikia
lis&a.

Onko se Scoopmatic nyt edelleen kaynnissd tai onko tama
niin kuin hyllylla vai?

Se projekti on pddttynyt, mutta toki malli on olemassa.

Hyvd. Naa on kaikki kiinnostavia. Tavallaan automaatio on
ehkda vdhan liian semmoinen kattotermi sitten niin kuin ta-
hdn, mutta nimenomaan se tekstin generaatio on tdmdn tyodn
fokuksessa, eikd sen ympdrilla olevat asiat niin kuin esi-
merkiksi julkaisu tai suosittelualgoritmit tai tammdiset,
niin ne jada niin kuin mun tamd@n tyoén skoupin ulkopuolelle
eli tammoisistd mielelldd@n kuulen vield lisdad. Toi voi siis
kuulostaa tosi mielenkiintoiselta jutulta toi Scoopmatic.
Mistd sd luulet, ettd se jdi kiinni? Oliko siis tata koulu-
tusaineistoa liian vahan-?

Siis ei varmaan pelkdstddn siitd. Tdhdn osaisi paremmin
vastata se Turun yliopiston tutkijaryhmd, joka loi sen mal-
lin, koska sitten menn&dadn sellaisiin matemaattisiin
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algoritmeihin, ettd meik&dl&dinen ei todella ymmdrrd, mutta
siis siind hekin sanoi sit&d, ettd sitten kun mennddn tom-
moiseen tuon tyyppiseen kielimalliin joka oppii itse niin
ikdadn kuin sen padtdksenteosta tulee sellainen musta laa-
tikko ja siis kaytti t&td vertausta ettd sinne ei nde etta
se tekee jonkun pddtdksen, mutta se ei koskaan selitd ihmi-
selle ettd miksi.

Sitten jos esimerkiksi tadmméinen tyhmd template-kone tekee
virheen niin sitten vaan mennddn ja katsotaan minkd templa-
ten siis ikddn kuin siind koodissa on se virhe koska se
toistuu sielld jossain madrin loogisesti ja se voidaan jal-
jittda. Mutta se ettd jos Scoopmatic tekee tekstin, siis
todellinen esimerkki, jossa tuota ensin alkaa jddkiekkopeli
mutta sitten lopussa kaikki vaan ovat vakavasti kuolleina
sielld jaalla. [Laughs] Mitd me ollaan? Sitd on vaikea ta-
vallaan kysymys siltd koneelta, ettd miksi valitsit n&in?
Minun oletukseni oli, ettd se saattaa siis liitty& siihen,
ettd sitten jos meiddn koko arkistoa katsoo, niin uutiset-
han usein kertoo konflikteista ja sitten taas konfliktien
ja urheilun kieli on vdhdn samanlaista. Ettd olisiko se
sieltd sitten jotenkin niitd poiminut, mutta ettd se on
ehkd sen mallin luonteessa siind, ettd se halusi nuo kuin
siind, ettd jos sinne laitettaisiin hirvedsti ja hirvedsti
lisdd tekstid ettd sitten sinne melkein pitdisi laittaa jo-
tain templaten tapaisia asioita raksuttamaan sinne taus-
talle, jotka sitten v&hdn hillitsi sitd sen hurjaa mieliku-
vitusta.

Joo tosta se mun mielestd Leo puhui sielld Embeddiassa kai
kanssa, ettd kun voi rakentaa nditd jarjestelmid vaan tiet-
tyihin osiin kdytetdan neuroverkoilla tehtyja.

On tosi mielenkiintoista kuulla myds noita tommoisia ikdan
kuin oikeita sattumuksia, ettd minkdlaista se on ollut.
Onko niitd julkaistu missdd@n niitd ikaan kuin esimerkin-
omaisest niitad lopputuloksia.

Eipd taida. Meilld oli semmoinen yks asiakaspdivd missé
nditd esiteltiin kylla mutta tota.

Ja sielld jossain mun l&dhdeluettelossa niin on varmaan
suora linkki sinne Turun yliopiston ainakin yksi t&dllaiseen
tuota tutkimuspaperiin jonka ne kirjoitti juuri Scoopmati-
cista jos haluaa tietdd siis siitd ettd miten se toimii
niin tuota sieltd 1l6ytyy enemmdn ettd md en tosiaan. STT
tavallaan antoi siihen sen sellaisen journalistisen kehi-
kon, ettd just evaluoitiin sitd ettd mitd miten se kieli-
malli toimisi journalismissa ja tavallaan kerrottiin mitd
me halutaan, mutta sitten kaikki se semmoinen korkeampi ma-
tikka tehtiin sielld yliopistolla.

Joo, ymmdrran. Tosi hyviad vastauksia. Entd minkdslaista,
tdmmbéistd automaattisen uutistoiminnan tiimoilta, minka-
laista yhteistyotd STT tekee muiden uutisorganisaatioiden
kanssa? Jos teette.
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No siis esimerkiksi Ylen kanssa on ollut yhteistydtd aikai-
semmin, kun heilld on t&md Voitto-malli niin tuota hmm.
Heiltd on sen Voiton avulla sitten saatu tdmmbisid just
jddkiekkotekstejd, niilld sitten testattiin sitd meidéan
asiakkaiden tavallaan kiinnostusta ja innostusta sen tyyp-
piseen tekstiin ja sen tyyppiseen julkaisemiseen. T&alla
hetkelld se, ettd meilld olisi tekstin tuotannon kanssa yh-
teisty6td muiden mediatalojen kanssa niin eipd juuri oike-
astaan ole. Ne on sitten enemmdn niitd sellaisia keskuste-
luja, ettd paitsi ettd me keskustellaan meid&n asiakkaiden
kanssa, niin me keskustellaan siis muiden uutistoimistojen
kanssa, eli on tdmmdinen Minds-verkosto, semmoinen kansain-
vdlinen verkosto, johon me kuulutaan ja sielld vaihdetaan
paljon ajatuksia.

Siind tuota tekstin tuotannossa ehkd se ongelma on taval-
laan se, ettd siind olisi paljon potentiaalia ja paljon
sellaista, ettd jos sen pystyisi toteuttamaan niin se olisi
hienoa ja me tiedetddn, ettd esimerkiksi meidédn asiakkaalla
olisi kiinnostusta tietynlaiseen valmiiseen automatisoituun
tekstiin.

Mutta sitten se kuitenkin se, ettd sellaista saadaan tehtya
vaatii tietynlaisia resursseja ja sitd taas sitten harvalla
uutistoimituksella on. Eli tavallaan olisi hirvedn hienoa
jos me pystyttdisiin esimerkiksi tuottamaan urheilutuloksia
entistd enemmdn tammdisend automaationa. Ja siis semmoisia
projekteja meilld on ollutkin ja sitd mietit&&n, ettd miten
se onnistuisi. Tai sitten vaikka siis jotain just t&dllaisia
template-tyylisid tekstejd vaikka jostain suosituimpien la-
jien alasarjoista tai jostain maakunnallisista sarjoista
tai jostain siis sellaisista peleistd, mistd me ei voida
tehdd juttuja tdlld hetkelld sen takia, ettd volyymi on iso
ja meitd on vadhdn. Eli ettd voitaisiin tarjota jotain sel-
laista mitd me ei ihmisvoimin voida tehd&d, niin se olisi
yks semmoinen potentiaalinen juttu. Tai sitten ettd voitai-
siin tarjota nopeammin jotain sellaista mitd tehd&an talla
hetkelld ihmisvoimin. Siis esimerkiksi niin ettd jos oltai-
siin semmoisessa blue skies -mallissa niin ettd Scoopmatic
olisi pystynyt kirjoittamaan sitten jokaisesta jddkiekko-
ottelusta semmoisen hyvin lyhyen s&hkemuotoisen juttupohjan
siind vaiheessa, kun se data tulee sinne siitd pelistd ja
sitten toimittaja olisi vaan katsonut sen l&dpi ja tdydenta-
nyt, jolloin sitten taas voitetaan minuutteja mikd sekin on
meille t&rkedtd. E1li joko niin, ettd voidaan tehdd jotain
sellaista kokonaan uutta mitd ei pystytd tekemddn ihmisvoi-
min, mikd olisi kuitenkin ihan mielenkiintoista tai sitten
ettd se voidaan tehdd nopeammin.

Mutta templateissa on se huono puoli, ettd siihen tarvitaan
aina se ihminen, joka ne ohjelmoi ja tuoreuttaa ja joka
niitd ymmdrtdd ja jos ei sitd ole siis toimituksessa val-
miina niin ettd mistd se resurssi kouluttaa? Mistd se ta-
vallaan resurssi sille ihmiselle tehdd otona sitten nama
templatet ja sitten niissd muissa tuota taas ndissd mal-
leissa on se huono puoli sitten kun miettii siis ihan teks-
tin tuotantoa, ettd jos ne hallusinoi, niin silloinhan
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esimerkiksi STT ei voi niitd k&ayttdd koska meilld se luo-

tettavuus on ihan ensimmdinen arvo. Jos meiddn uutisiin ei
voi luottaa, niin eihdn meilld sitten ole mit&d&dn, ettd ei

me semmoista parasta arvausta laiteta ulos.

Just ndin. Tadssd on puhuttu paljon urheilu-uutisista, niin
onko mitd&n muunlaisia uutisia mihin te olette kokeilleet
tdmmoisid tekniikoita, malleja?

No siis t&dllad hetkelld se mitd esimerkiksi Helsingin yli-
opisto on tuossa Embeddiassa miettinyt, niin kun siis sit-
ten niitd aihealueitahan rajaa myos se, ettd mistd on ole-
massa semmoista strukturoitua hyvdad dataa. No urheilusta on
olemassa ja se on toisteista, ne tapahtumat toistuu niin
kun niitd tarvitaan isolla volyymilla sellaisia teksteja
sen takia urheilu on siis yks mitd me ollaan, mihin me ol-
laan kiinnitetty huomiota. Mutta mitd esimerkiksi toi Hel-
singin yliopisto nyt on tydstdnyt niin on koronadata, koska
sitten tdmd pandemia tuli vdhadn silleen pyytdmdttad ja yl-
lattden ja kaikessa muussa on varmasti huono, mutta paljon
siitd olisi strukturoitua dataa eli ettd pystyisi vaikka
sitten pdivittdin tekemddn jonkun tdmmbisen raportin vaikka
Suomen tilanteesta verrattuna johonkin Euroopan tilantee-
seen tai kaikista maista erikseen tai niistd maista minka
toimittaja tilaa, tai jostain niin kuin kertoo koneelle,
ettd sielld missd on eniten muutoksia niin se luultavasti
on se kiinnostavin, kirjoita siitd. Ettd t&dllainen pandemia
on yksi esimerkki. Sitten siis ihan tdllaiset niin kuin
sdd, liikenne, talous. Taloudessa niitd kaytetdadnkin jonkun
verran maailmalla, ettd uutistoimistoille muistaakseni oli-
siko AFP:118 on semmoinen joku malli joka minun kasittaak-
seni on kylld template eikd siis mik&dn AI mutta siis se
kirjoittaa ndistd tdmmdisistd porssikatsauksista. Ja siis
tavallaan tdllaisista toisteisista niin sanotusti toimitta-
jalle vdhdn tylsistd tehtdvistd, niin se tekee sitten sen
ja sitten toimittaja voi suoraan tarttua puhelimeen ja
soittaa toimarille, ettd "miten teilld nyt ndin hyvin yht-
dkkid menikin?” eli tavallaan paddsee sitten hyppddmdan yli
sen semmoisen ihan kaikkein turruttavimman homman. Ja kun
me ollaan uutistoimisto meille on ulkoistettu paljon sel-
laista uutisointia mitd mediat haluaa sen seurata, ei valt-
tdmadttd halua sitd tehdd omilla resursseilla. Esimerkiksi
joku tdllainen onnettomuuksien seuranta, niin me tehd&éan
sitd paljon meiddn asiakkaille. Ja tavallaan siis my&s tam-
méiset onnettomuus uutiset olisi jotain mihin pystyisi
miettimd&n tekstigeneraatiota, mutta siind sitten taas se
data mitd on olemassa. Se ei ole strukturoitua, vaan se
saattaa tulla pelastuslaitokselta aina vdhdn missd muodossa
nyt tulee, ettd kuka sattuu olemaan tiedotusvastuussa.

Me puhuttiin noista termeistd pikkaisen kanssa ennen kuin
ma painoin nauhoituksen kayntiin, mutta minkdlaisia termeja
STT kayttaa tammoiseen?

Me ollaan sisdisesti puhuttu siis robotiikasta paljon, sit-
ten taas toisaalta me kylld ymmdrretddn, ettd se ei ole
vadlttadmdttd aina joka asiassa paras termi. Siitd tulee
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joskus vdhdn vddrdnlaisia mielikuvia, usein vield sitten
semmoisia vdhdn ehkd utopistisiakin mielikuvia, niin sitten
me ollaan myds kaytetty ja puhuttu aika paljon automatii-
kasta ja automatisoinnista, ja sitten sisdisesti keino-
dlystd silloin kun kyse on keinodlystd. Mutta ettd kylla
ndd on tietylld lailla vadhédn sellaisia, on vain vaikeata
valita sitd termid, ettd mitd kaytetddn, koska tuntuu siis
silleen, ettd niitd muutenkin alalla kaytetd&n aika vil-
listi ja sikin sokin niin ei ole oikein semmoista yhta ai-
noata oikeata, mutta robotiikasta meilld on jotenkin ehka
vakiintunut se tdllaiseksi, mutta mySs automatisoinnista
puhutaan.

Joo no termit vaikuttaa siltd ettd ne vield ik&d&dn kuin ha-
kee paikkaansa, ettd mistad sitten ala oikeasti tulee puhu-
maan. Tosi monia eri termejad nuo, ja aika limittdisia.

Miten sanoisit, miten uutisten automatiikka on kehittynyt
viimeisen 5 vuoden aikana? Ja tdssd md puhun edelleen just
siitd uutisten tai artikkelin automaattisesta tekstin tuo-
tannosta.

No meilld tietysti kun meilld ei julkaisussa t&dlld hetkella
ole tuota niin se on vaikea sanoa ettd miten se on sindnsé
kehittynyt. Se sanottaisiinko, ettd semmoista kiinnostusta
siihen on ja tavallaan sellaista ndkemystd, ettd missd se
voisi auttaa parhaimmillaan, mutta sitten siihen aina tun-
tuu jotenkin t6rmd&illd ndihin resurssiongelmiin ja sitten
toisaalta siihen luotettavuusongelma on ehkd siis noin vii-
dessd vuodessa ainakin se ymmdrrys on mun mielestd kehitty-
nyt, siis myos paitsi meilld niin siis alalla, ettd ymmar-
retddn sekd ne mahdollisuudet, mutta sitten myds ne konei-
den rajat, ettd ehkd endd nyt ei ole ihan sellaista niin
samanlaista puhetta, siis nyt en tarkoita STT:114 vaan
alalla yleensd, siis siitd ettd robotit tulee ja vie kaikki
meiddn tyot. Siitd nyt ehkd aletaan ymmdrtdd jo, ettd no
sitten ei ainakaan jda jadljelle kauhean hyvd&a journalismia
josta kukaan haluaa maksaa [laughs] jos se kokonaan ko-
neelle annetaan ettd sitten se on ehkd jotain muuta viih-
dearvollista kuin journalismia.

Joo no mutta tdhadn tdhan jatkaen sitten. Minkdlaisissa uu-
tisissa automaatio tai tekodly voisi korvata ihmistyo6td,
tai onko tammoista?

No ehkd just niissd urheilutuloksissa se pystyisi tavallaan
korvaamaan ihmisen silloin kun se toimisi luotettavasti,
niin se voisi korvata ihmisen ainakin tdmméisissd ensiver-
sioissa, jotka perustuu tdysin johonkin strukturoituun da-
taan. Mutta sitten siind vaiheessa kun pitdd taustoittaa ja
pitdd suhteuttaa asioita ja pitd& niin kuin tavallaan se-
littdad sitd ympardivad maailmaa, ettd tadmd muutos kertoo
nyt ehkd tdstd tai tdmd muutos ndyttda nyt pahalta, mutta
se johtuu siitd, ettd samaan aikaan meilld on vaikka glo-
baali pandemia, niin sitd on huono antaa koneelle. Sellai-
nen ehkd missd kone saattaa olla parempi kuin ihminen niin
se tekee vdhemmdn tdllaisia ns. tyhmid virheitd eli ettd se
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ei katso jostain isosta lukumassasta, ettd numerosta kah-
deksankymmentdkaksi tulee kaksikymmentdkahdeksan koska ai-
vot on niin vasyneet, ettd tdllaisia se ei tee. Ja siis
tdllaisessahan se pystyisi auttamaan ihmistd eli tavallaan
just kdsittelemddn sitd dataa nopeammin pistdmd&n sitd no-
peammin kuin erilaisiin laatikoihin ja muotoihin, niin
kylla.

Se vahentaa typoja.

Mutta sitten heti jos siind on jotain semmoista journalis-
tista harkintaa enemm&n, niin kylld mun mielestd siind vai-
heessa sen ihmisen pitdad edelleen olla ldsnd ja kuitenkin
toimitushan sen vastuun sitten siitd kantaa, ettd et sa voi
laittaa algoritmia minnekd@an Julkisen sanan neuvostoon,
ettd tavallaan ihan tdysin sitd vastuuta ei voi kylla ul-
koistaa sitten sille koneelle. Ja mehdn ollaan sitten mie-
titty niin, ettd jos tdllaista siis jossain mddrin automa-
tisoitua sisdltdd sitten julkaistaisiin, niin totta kai se
pitdisi sitten kertoa sekad asiakkaalle ettd yleis®6lle siina
yhteydessa, ettd ”tamd jaadkiekkouutinen on tuotettu mal-
lilla x ja se perustuu tekniikka x” ettd tavallaan ihminen
sitten tietdd mitd han lukee.

Joo, sd niin ennakoit mun kysymyspatteristoa tddlla, etta
ma vaihdan jarjestystd. On mukana ndmd Julkisen sanan neu-
vostot ja kenelle uutinen kirjoitetaan, sanoitkin siitd
pikkaisen mutta kysynpd silti taman kysymyksen uudestaan
niin saan sen.

Kun tdmméinen robotiikan avulla tehddd@n uutinen, niin kenen
nimi siind uutisessa lukee ja miten ne merkitdan lukijaa
varten? Jos ollenkaan.

No toi on varmasti siis jotain semmoista mitd pitdisi aina
miettid tapauskohtaisesti riippuen, ettd mikd se tekniikka
on. Mutta jos se nyt olisi vaikka tdmmdinen NLP-malli joka
kirjoittaa vaikka sen ensimmdisen version siitd urheilusta
tai taloudesta niin kylldhdn siind sitten pitdd olla siis
merkintd siitd, ettd se on automatisoitu tekstid ja semmoi-
nen lyhyt selitys siitd, ettd perustuen mihin, mutta etta
kylldhdn siind silti esimerkiksi meilld niin krediitit
olisi kuitenkin STT eli ettd siis viimeisen vastuun kantaa
se talo, joka kayttdd sitd mallia tietysti sitten.

Pitdd ldhted myds ettd mistd se koska oletus on nyt. Totta
kai sieltd tulee sitten ulkopuolelta esimerkiksi sitd da-
taa, ettd mistd se data on otettu, ettd ldhdetd&dn sitten
vaikka ettd Ja&dkiekkoliitto tai mistd se vaan tulisikin,
Ilmatieteen laitos, ettd tavallaan siind ndkyisi myds sit-
ten se, ettd mistd se kadsitelty data tulee.

Joo STT:n tapauksessa niin merkitdankoé teilld niihin uutis-

ten yhteyteen sen itse toimittajan nimed&? Vai onko se aina
STT?
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Joo, jossain tapauksissa meilld on siis vaan vakiintunut
semmoinen kaytdntd. Siis aina tiedetddn kylld, kuka on min-
kdkin version tehnyt, mutta tuota ihan lukijalle asti, niin
meilld yleensd nimi ndkyy siind vaiheessa, kun se on hieman
pidempi se juttu. Eli kun me tehdddn niin paljon siis sem-
moista nopeata ensitietouutista, mikd voi siis olla ihan
yksi virke pienimmill&&n, niin niissd ei ole siis toimitta-
jan nimed. Mutta sitten heti kun se menee semmoiseen pidem-
pddn juttuun, varsinkin sitten kun siind alkaa olla sita
omaa tiedonhankintaa, siind on haastateltu ihmisid, siina
on sitaatteja, niin sitten tulee kylld se toimittajan nimi
siihen mukaan my&s ihan vaan sen takia, ettd se liittyy 1la-
pindkyvyyteen. Tietdd kuka on kysymyksen kysynyt. Sitten se
on tietysti vdhdn asiakkaalla, ehkd vdhdn varioi sitten
vield, ettd miten julkaisijat kayttdd niitd meid&n toimit-
tajan nimed et siis kylldh&n meidd&n se STT-credu kylld na-
kyy siind aina, mutta sitten se, ettd ndkyykdé aina tuota
meidadn toimittajan nimi sitten sielld julkaisupddssd niin
se vdhdn varioi, mutta yleensd ndkyy kylla joo.

OK. Joo hyva. Puhuttiin tuosta Julkisen sanan neuvoston tai
journalistin ohjeiden roolista. Mitd mieltd sind itse olet,
voiko tekodlyn tuottama uutinen mennid journalistin ohjeita
vastaan? Esimerkiksi journalistisen paatodésvallan luovutta-
misesta toimituksen ulkopuolelle.

Jos se on huonosti toteutettu, niin kyll&h&n se vaan voi.
Siis tavallaan, ettd jos niin, ettd jos sinne nyt vaikka
sitten yhdistetddn koneeseen, joku ihan huuhaa datal&dhde
ilman ettd sitd tarkistetaan ettd mistd tulee ja mihin se
perustuu ja onko se oikeasti validia ja sitten vaan piste-
tddn tavallaan julkaisu pddlle ja jatetdd@n se siihen oman
onnensa nojaan niin kylldh&n sitd silti sitten tulee har-
joittaneeksi joukkoviestintdd paitsi ettd se on siltd har-
joittajalta valvomatonta ja mahdollisesti tosi huonolaa-
tuista et voi ettd voihan sieltd sitten siis eihdn se kone
sitd tiedd jos se vaikka sielld tehtailee jonkun, md en
osaa keksid tavallaan sitd esimerkkid, ettd mistd voisi
tulla vaikka kunnianloukkaus.

Mutta siis silleen ettd konehan sitd ei huomaa, ettd kylla
ihmisen pitdd sitten jossain mddrin pitda silmadlla.

Sitten on tietty eri asia, ettd voihan siis tulla jotain
niin ettd on ihan t&ysin validi datal&dhde, vaikka sitten
sinne tulee vaan joku data virhe kdy siis joku td&mmdinen
mitd nyt jadrjestelmissd aina voi kdydad. Totta kai sitten
voili olla ettd tulee virheitd, mutta siindkin kai tadrkeintéa
sitten se, ettd ne oikaistaan ja kertoa yleisdlle mita
kdvi, ettd minkd takia uutisissa me luki hetken aikaa, etta
Suomi voitti jonkun MM-jalkapallon kisat vaikka ei voitta-
nut ja sitten ihmiset on pettyneend sielld suihkuldhteessa.
[laughs]

Tdhan liittyen puhuit niista mustista laatikoista, niin jos

on tédmmdéinen kone niin seh&@n voi vaikuttaa siihen uutiseen,
jos ei tasan tieda mitd se tekee. Miten tammdéisia
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toimintoja kehitetddn? Kehitetaddnko ndita STT:n sisdalla vai
hankitaanko niitd ostopalveluna vai miten?

Meilld ei ole sisdistd siis tadmméistd koodariosastoa ettd
ollaan sen verran pieni talo, ettd meilld ei t&lld hetkellad
ole sellaisia resursseja, ettd me pystyttdisiin in house
tekemdan vaikka joku NLP-malli ja sen takia meilld onkin
siis otettu sitten osaa tdmmdéisiin yhteisprojekteihin, etta
on ollut esimerkiksi t&m& Google rahoitettu, DNI-projekti
joka oli Scoopmatic missd oli Turun yliopiston tutkijat ja
nyt on sitten t&& Embeddia, missd on tuota niin kuin EU-ra-
halla kansainvdlinen tdmméinen konsortio. Ettd siis kylla
siind yhteisty6ta kannattaa tehdd ja sitten toki myds siis
suomalaisen median kanssa. Sik&dli kun aina 16ytyy semmoisia
yhteisid kiinnostuksen kohteita ja niitd missd tavallaan
yhteiset edut ja kiinnostukset kohtaa, kannattaa tehdad sel-
laista yhteisty6tad myos.

Onko teilla STT:114 ollut kaytdssd tammoéistd automaattista
artikkelin versiointia tai sis&dllon summaamista, niin kuin
ingressiin tekemista?

Ei, ei ole toistaiseksi ollut.

Entd sitten miten nditd templateja, kaytetddnko niita
teilld, onko niitd tuotannossa nyt, tai miten niitd kayte-
tdan STT:114°?

Ei ole tdlld hetkelld tuotannossa, ettd niissd on just se

resurssiongelma mistd sanoin, eli tavallaan sitten jos on

templateja pitdd olla aina joku, joka niitd my&s niin kuin
huoltaa ja tuottaa ja tekee.

Aletaan olla loppusuoralla vield muutama pikkuinen kysymys.
Miten tuota STT:n hankkeisiin niin kuin liittymdll&d niin
hakeeko STT kustannussddstojad primddrisesti vai onko siina
myos ikddn kuin muita faktoreita jotka tahdn ajaa?

Siis tarkoitatko silleen tekem&dlld yhteistydtd vai hake-
malla automaatiota?

Hakemalla automaatiota ylipaansa.

No siis parhaassa tapauksessa kylldhdn se voisi sddstéaa
myos kustannuksissa, mutta aivan varmaan ensisijaisesti
siis se riittdisi meille tai olisi meille hyvédksi avuksi,
ettd jos se vapauttaa meiddn ihmisten resurssia. Eli taval-
laan vapauttaa sen meiddn olemassa olevien toimittajien ai-
kaa sitten johonkin mielekkdampddn. Siis vaikka nyt mieti-
td&n urheilutuloksia, ettd sitten jos kaikki niiden tyodsta-
miseen menevd aika, tai vaikka kaikki ndiden talouden pdrs-
sikatsausten tySstdmiseen menevd aika vapautuisi sitten jo-
honkin muuhun, vaikka sitten siihen, ettd sitd samaa ai-
hetta pystyisi ihminen pohtimaan ja kdsittelemdadn vdhadn sy-
vdllisemmin, niin se olisi sitten jo niin kuin parempaa
palvelua sekd meidé&n asiakkaille, ettd sitten sille
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yleisdlle, jolle toki meidédnkin uutiset viime k&dessd teh-
ddédn. Ettd meilld ei ole siis semmoista ajatusta, ettd au-
tomaatio korvaa meid&n toimittajia, vaan ettd jos miettii
vaikka sitd Pikkulintua eli siis t&t&d seuranta-selain-osaa
mistd aikaisemmin puhuin niin niin sehd@n on myds tehty ni-
menomaan siihen, ettd jotta meiddn pdivystdjadt voi niin
kuin rauvhallisin mielin sitten tehd& kaikkea muuta kun ne
tietdd, ettd tietyt sivut on jo sen Pikkulinnun tarkkai-
lussa, niin sitten ei tarvitse singahdella ja jakaa sitéa
huomiota kahteensataan paikkaan vaan sataviisikymment&
riittdd. Eli tdllaista haetaan siind. Ja sitten toinen on
ihan siis semmoinen hyodty sille meidd&n media asiakkaalle,
eli ettd voitaisiin tavallaan tarjota semmoista sisdltdd,
mitd me ei t&llad hetkelld tarjota. Esimerkiksi sitten
vaikka niitd automatisoituja otteluselosteita vaikka jos-
tain maakunnallisista sarjoista, joita me ei tdlld hetkellad
el pystytd kaikista peleistd tekemd@dn juttua, niin sehén
olisi tavallaan hyvdd palvelua sinne maakuntiin sekd medi-
oille ettd lukijoille.

Joo tosi hyva. Hyva vastaus. No miten toimittajat reagoi
tdmméisiin automaatioon liittyviin teknisiin kehityksiin.

Mulle on monta kertaa sanottu, ettd me ollaan - siis toi-
mittajat - ettd me ollaan hyvin muutosvastarintaisia ja
epdilevdisid. Ma en ole sitd mieltd. Ma& en tiedd ettd joh-
tuuko se siitd, ettd kun md oon uutistoimistossa toissi,
niin meilld on vaan niin paljon sellaisia ty&nkulkuja, jo-
hon tdllainen sopisi tosi hyvin, ettd ihmiset on yleensé
silleen, ettd jos niille sanoo ettd "tiesittekd ettd jos-
sain kdytetddn vaikka templateja siihen, ettd ndmd talous-
luvut tulee suurin piirtein valmiina siihen toimitusjdrjes-
telmdadn” ihmiset on vaan pelkdstddn innoissaan, koska he
ymmartdd ihan yhtd hyvin ettd sitd tydtd on vielad edelleen
niin paljon, ettd se ei yksin riitd ettd ne talousluvut tu-
lee ettd sitd ei voi silleen laittaa hattua naulaan ja l&h-
tee loppupdivdksi lounaalle vaan sitten ldhinnd miettid,
ettd mitd kaikkea md voisin silldkin viidelld minuutilla
tehdd muuta ettd se auttaisi. Semmoinen siis semmoinen va-
rautuneisuus kylld on, ettd siis ihmiset ymm&rt&&d ihan siis
tosi hyvin oman tydnsd ja sitten niiden tyoénkulkujen reali-
teetit. Ettd tavallaan se, ettd jos tuodaan jotain uutta
toimitukseen niin jos sitd vastarintaa on, niin mun oma ka-
sitys tai semmoinen kokemus on se, ettd sitd on silloin jos
ihmiset kokee ettd he ei saa tarpeeksi perehdytystd siihen
asiaan, ettd sitd esimerkiksi pitdd alkaa kayttdd mutta et
osaa, niin silloinhan se tuntuu siltd, ettd tadmd vaikeuttaa
mun tyotd, koska joudun tappelemaan paitsi niiden talouslu-
kujen kanssa, niin sitten sen templaten tai mikad se onkaan
niin sen kanssa joka ne tekee. Eli tavallaan kaivataan sem-
moista perehdytystd. Sitten kaivataan perusteluja ja siis
semmoista hyvin konkreettista, ettd miksi t&m& auttaa juuri
minua. Ja sitten semmoista pitkdjdnteisyyttd. Eli siis sil-
leen, ettd ne kanssa sitten jos jotain uutta tekniikkaa
tuodaan niin siitd ettd sitd jaksetaan pitdad podydalla ja
perehdyttdd. Ja sitten myds siis semmoista aikaa, aikaa
opetella ettei se sitten tavallaan tule silleen ettd yhden
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vuoron alussa vaan saat kuvalliset ohjeet ja pdrjadile. Etta
ikddn kuin siis mun mielestd siihen tekniikkaan ei suhtau-
duta mill&d&n tavalla silleen periaatteellisesti torjuvasti,
mutta ihmiset vaan ymmdrt&da sen, ettd jos kauheasti uusia
asioita pitdd kaiken muun oman tyon ohella, otona tehda
niin kylldhadn se sitten taas ruuhkauttaa sitd muuta teke-
mistd, ettd siitd mun mielestd vastustus tulee, mutta ei
siitd, ettd ettd me oltais jotenkin ammattikuntana aina
hirvedn muutosvastarintaisia jddria. Mut md voin olla yksin
tdmédn mielipiteeni kanssa. Moni tutkimus osoittaa muuta.

No toi kuulostaa jotenkin my6s aika loogiselta, ettd se on
enemmdnkin ndin kuin kuvailet kuin ettd ihmiset vastustaisi
kauheasti tyodkaluja, jotka on tehty helpottamaan omaa
tyota.

No jos toimittajat reagoi tdlleen, niin miten yleis6é reagoi
ja mitataanko sita-?

Niin, uutistoimistolla on aina vdhdn semmoinen hitaampi,
ehkd ikkuna siihen miten yleisd reagoi, kun julkaisijalla
kun meilld ei ole sitd omaa julkaisukanavaa, niin me ei
esimerkiksi sitten ndhtdisi sitd, ettd kuinka paljon vaikka
luetaan niitd automaattijuttuja. Tai ettd meilld ei olisi
suoraan esimerkiksi ndkoyhteyttd sitten juuri niihin tiet-
tyihin kommenttikenttiin, mihin ihmiset saattaisi jattaa
niiden ensimmdisen selkdrankareaktion sitten sinne. Niin,
sitd on vaikea sanoa, ettd miten yleis® reagoisi. Se var-
maan riippuu ihan siitd, ettd mihin sitd kdytettdisiin sita
automaatiota, kuinka avoimesti siitd kerrotaan ja kuinka
laadukasta se sitten on. Et tavallaan, jos se on kovin laa-
dutonta niin sittenhd@n se tuppaa drsyttdmd&n. Se on ihan
sama onko se ihmisen vai koneen tekemd sis&ltd, mutta etta
tuppaa tavallaan tokkimddn silmdadn. Mutta ettd jos sitten
se on niin kuin, jos sen kokee hyddylliseksi niin en tieda
miksi tavallaan yleisdkddn suhtautuisi siihen erityisen
torjuvasti, jos ne vaan tietdd mistd on kyse. Eli siis ta-
vallaan jos siind ollaan ldpindkyvid eikd niin ettd luet
kolme viikkoa jotain tosi mielenkiintoista palstaa vaan
sitten neljdnnelld viikolla tajutakseni, ettd eihdn tamia
siis tadmd, ettd tédmdhd&n on automaattista, ettd sitten siina
voi tuntea itsensd vdhdn jotenkin petetyksi.

Joo tosi hyva.

Miten sad uskot ettad automaattinen uutistuotanto tai tama
ala tulee kehittymddn viiden vuoden aikana? Tai kymmenen,
tulevaisuudessa?

No siis md uskon ettd niitd otetaan niitd sovelluksia en-
tistd enemmdn kayttdon. Siis ihan uutistoimituksessa, jos
niistd vaan saadaan kustannustehokkaita tietylld tavalla
siis sekd my6s aika tehokkaita ja kayttdjadystdvallisia ja
sitten luotettavia, ettd tavallaan ettd jos ne niin kun te-
kee hyvada journalismia ja tdllad tarkoitan siis sitd ettd ne
esimerkiksi pysyy faktoissa, eikd hallusinoi niin kyll&hé&n

82



niitd sitten otetaan kayttddn. Mutta ettd sitten heti, jos
sielld on vaikka jotain tdmméisid luotettavuusongelmia, tai
vaikka jotain isompia tietoturvaongelmia. Tai niin sitten
voi olla, ettd tavallaan tunnistetaan kylld se tarve ja se
hydty mitd siitd voisi olla. Mutta sitten taas ettd kylla
niin kuin varmaan journalismissa esimerkiksi luotettavuus
on kylla ihan viimeinen, joka sitten uhrataan sen eteen,
tai toivon, ettd ndin on, sen eteen, ettd on helpompi tehda
jollain koneella. Jos laatu on riittdvaad niin tédnne vaan.
Mutta sitten jos tavallaan ihminen joutuu joka tapauksessa
kaiken oikolukemaan, niin sitten voi samantien tehd&d itse.

Hienoa, se oli mun viimeinen kysymys. Onko sinulla jotain,
mitd sind itse haluaisit sanoa tai pidat tarked@na? Niinku
mitd ottaa huomioon?

Eipd oikeastaan siis tosi mielenkiintoinen aihe, ettda
jddmme mielenkiinnolla odottamaan, ettd mitd 1lO6ydoksia
tulee
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