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Abstract: This paper aims to evaluate the degree of affinity that Nordic companies’ reports published
under the Global Reporting Initiatives (GRI) framework have. Several natural language processing
and text-mining techniques were implemented and tested to achieve this goal. We extracted strings,
corpus, and hybrid semantic similarities from the reports and evaluated the models through the
intrinsic assessment methodology. A quantitative ranking score based on index matching was
developed to complement the semantic valuation. The final results show that Latent Semantic
Analysis (LSA) and Global Vectors for word representation (GloVE) are the best methods for our
study. Our findings will open the door to the automatic evaluation of sustainability reports which
could have a substantial impact on the environment.

Keywords: text mining; natural language processing; sustainability; semantic similarity; corporate
social responsibility; machine learning

1. Introduction

Corporate Social Reports (CSRs), whose most crucial referent is the Global Reporting
Initiative (GRI) standards [1–4], are considered a decision investment factor compara-
ble to the company’s financial statements [5] (see Appendix A.1). The CSR not only
represents companies’ commitment to Environmental, Social, and Governance (ESG) prac-
tices or engagement with the UN 2030 agenda, the CSR is a benchmark of the actual
economic health of a company in the long term [6]. Even in many stock markets in emerg-
ing countries (in October 2019 a coalition of asset managers, public pension funds, and
responsible investment organisations filed a petition with the Securities Exchange Com-
mission (USA) to request that it develop a comprehensive ESG disclosure framework. See
https://www.sec.gov/comments/4-711/4-711.htm, accessed on 6 September 2021), the
submission of these reports is periodic and mandatory. These frameworks lack regula-
tion and consensus, creating an estimated gap of USD 12 billion in direct investment in
sustainability [7]. Complying with these frameworks is voluntary and does not require
much detail; most reports are unstructured, so companies can choose to include partial
information, embedded figures or tables or any other element in the report; even the order
can be arbitrary. Therefore, there is no other alternative than to use advanced text-mining
techniques to extract some knowledge of them.

Since the GRI framework removed the rating weighted on these documents from the
G4 versions onwards [8], assessing reports following the new guidelines will be difficult
as there is not a comparison framework; therefore, any attempt to create an automatic
analytical assessment tool will require solving an unsupervised-learning problem (if there
is not a labelled dataset). In this way, we implement text-mining methods to extract the
degree of semantic similarity that the texts published by the companies have under the
guidelines published by the GRI institution. GRI is responsible for promoting, maintaining,
and modifying these standards.
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This research aims to quantify the degree of affinity of CSR reports provided by a
selected group of Nordic companies under the guidelines of the GRI Standards. The
degree of affinity is obtained via a similarity measure between the numerical representa-
tions obtained by the combination of text-mining methods [9–11]. Therefore, this work
implements natural-language-processing (NLP) and information-retrieval (IR) methods
to obtain semantic similarity and matching disclosures, respectively. Combining these
methods can give us clues to know which documents follow GRI Guidelines and to what
degree. This work is limited only to the context of Nordic companies published in the GRI
reports database using the English language. We have restrained our study only to the
English language, as most of the pre-trained models tested have been developed using
large corpora in that language, and to Nordic companies because these are of geographical
interest for the authors and also because of the well-known Nordic ethos for sustainability
embedded in their culture, as the region was the first to discuss such topics internationally
in the 1974 Nordic Environmental Protection Convention [12]. These factors, however, do
not limit the impact of our work on other countries or languages.

Over recent years, corporations have begun to focus on the corporate social respon-
sibility concept, particularly on one of its central platforms—the notion of sustainability
and sustainable development. Although several researchers have found conflicting results
between corporate social investments and corporate financial performance (CFP) [13],
recent research has shown that Environmental, Social and, Governance (ESG) factors may
deliver significant long-term performance advantages when incorporated into the analysis
of portfolio investment [14].

It is, therefore, important for CSR companies to effectively communicate their eco-
nomic and ESG performance to their stakeholders. Different organisations for CSR re-
porting issue several guidelines; the most important are Global Reporting Initiative,
Global Compact Issued by UN, and ISO 2600 (https://www.iso.org/iso-26000-social-
responsibility.html, accessed on 22 November 2021). We selected the GRI versions G3, G4,
and GRI Standards for this study. Moreover, in several countries, GRI is linked to local
regulatory reporting requirements, for instance, the KPMG Survey of Corporate Responsi-
bility Reporting provides an instrumental insight into the recent trends in CSR reporting.
KPMG started publishing such reports in 1993 [15]. Since the number of companies and
organisations reporting their CSR activities is increasing, the current manual process of
analysing the reports demands a lot of effort [16] and is rapidly becoming obsolete.

According to Shahi et al. [17], the automated CSR report analysis system has been
overlooked by the research community, even though its text categorisation and machine
-learning (ML) approach have been the subject of research since their early introduction to
solve various document analysis problems. Shahi et al. [17] have produced the only work
in this area using the GRI G3 version. This version used a score ranging from A+ to C to
measure the effectiveness of the level check, which was removed from the framework for the
GRI G4 version. Presently, a company has two options, or levels, for reporting in accordance
with the GRI guideline core and comprehensive reports. The most substantial difference
between a core and a comprehensive report is the number of governance and strategy
disclosures. Due to this development, comparing classification accuracy is now more
difficult. Nevertheless, we can choose to conduct our study in a qualitative method [18].
This includes compiling and classifying quantitative and qualitative data into the GRI
Guidelines to discover similarities within the selected scope [19].

To the best of our knowledge, previous work has never included characteristics of
GRI reports using the GRI G4 or GRI Standard version in report analysis or scoring. This
implementation or adaption could increase the value of the evidence used to demonstrate
the importance of the marketplaces on EGS activities that are captured in a non-systematic
way. Therefore, due to the current state of the literature review regarding the implementa-
tion of machine learning to evaluate ESG activities, we believe it is essential to produce a
work that can discover and analyse the relationship of the GRI reports published by the
companies with the GRI official guidelines through text mining.

https://www.iso.org/iso-26000-social-responsibility.html
https://www.iso.org/iso-26000-social-responsibility.html
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This paper is organised as follows. We describe the fundamentals of the related
tools and their state of the art in Section 2. In Section 3, the nature of the problem is
examined in more detail, and we describe the steps used to obtain a more adjusted vision
for the development of the models to implement. The technical and design details of the
models, parametrisation, architecture, and execution capacity of the system, are revealed in
Section 4. The results of the executions are examined in Section 5. Finally, the conclusions
and particular suggestions for improving this work are made in Section 6.

2. Fundamentals and State of the Art

Machine-learning methods have become a fundamental part of all industries [20],
and they are expected to continue improving processes and decision making [21]. One
fundamental part is sustainability, which is becoming more relevant in our society to ensure
a stable quality of life and preserve natural resources for future generations. Here, artificial
intelligence is expected to become more relevant in corporate social responsibility [22,23].

Corporate Social Responsibility (CSR) reporting is the precursor to Environmental
Social and Governance (ESG) reporting. Reports prepared under an ESG framework are
committed to satisfying audiences such as investors, stakeholders, customers, and regula-
tors, among others. While CSR tries to hold companies accountable, ESG standards make
their efforts quantifiable. They have to contain qualitative and quantitative information
to reveal how the company has improved its economic, environmental, and social effec-
tiveness and efficiency in the reporting period and how it has integrated these aspects
into its sustainability management system. In a recent survey, KPMG [15] highlights “The
necessity of a balance between qualitative and quantitative information in sustainability
reports when providing an overview of the company’s financial/economic, social/ethical,
and environmental performance”. One of the most popular reporting frameworks and the
framework considered the most excellent and with the most worldwide acknowledgement
is the Global Reporting Initiative (GRI) [24,25]. Currently, 93% of the 250 biggest companies
report on their sustainability based on the GRI Guidelines [15].

The development of GRI guideline generations is constantly in progress. In July 2018, a
new generation called GRI Standards replaced the GRI G4. One of the main differences is that
now the GRI Standards simplify the framework and avoid labelling the ESG commitment of
the companies. In GRI G3, the sections on company profile and management approach were
followed by the section on non-financial performance indicators, including 84 indicators.
The 56 core and 28 additional indicators were further classified into economic indicators
(7 core, 2 additional), environmental indicators (18 core, 2 additional), and social indicators
(31 core, 14 additional). In social indicators, four subcategories were identified: human
rights, labour, product responsibility, and society. In the G3 system, companies could
decide on different levels (A, B, or C), containing different amounts of core and additional
indicators. The + sign indicated the independent third-party assurance of the report [25].
This standard was criticised for the use of an excessive number of indicators and the fact
that the guidelines did not consider the synergies among different dimensions [26].

In GRI G4, core and additional indicators are separated, while indicators have been
further extended in number. This may cause problems in internal comparison with pre-
vious reports of the same company when switching from G3 to G4 [27]. In addition, G4
includes other differences compared to G3. One of the central elements of G4 is materiality
assessment—the function of which is to serve as an input for preparing the report—since
it aims to explore the main environmental, social, and economic aspects relating to the
activities of the company from the points of view of stakeholders and the company itself.
The boundaries of reporting were redefined as well, resulting in a replacement of A, B, and
C classification by accordance levels.

For the GRI Standards, an update of GRI G4, new requirements have been intro-
duced in terms of corporate governance and impacts along the supply chain [28]. It is a
format change from GRI G4, which is made up of two documents, to a compendium of
36 independent but interrelated documents. This new, more flexible structure makes it
easier to use and update (it will be possible to update only one of the documents without
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modifying the rest). The GRI Standards do not include new aspects; however, they do
include specific changes in reporting, e.g., the difference between what is mandatory and
what is a recommendation or orientation is now more straightforward in the location of the
aspects in the indicators. The GRI Standards have been mandatory since July 2018.

More importantly, CSR reports are becoming increasingly important for the scientific
community, especially in the study of methodology, definition, and frequency [29–31], as
well as in the comparison of the different techniques used by companies from a qualitative
perspective [32]. In this paper, we examine the content of CSR reports, focusing on the
GRI reports more quantitatively through text-mining techniques. Similar strategies have
been developed in the past; for instance, Liew et al. [33] identified sustainability trends and
practices in the chemical process industry by analysing published sustainability reports.
Székely et al. [34] confirmed previous research on more widely with 9514 sustainability re-
ports; Yamamoto et al. [35] developed a method that can automatically estimate the security
metrics of documents written in natural language. This paper also extends the algorithm
to increase the accuracy of the estimate. Chae et al.’s [36] study adopted computational
content analysis for understanding themes or topics from CSR-related conversations in
the Twitter-sphere and Benites-Lazaro et al. [37] identified companies’ commitment to
sustainability and business-led governance.

The default technique mainly used in previous investigations is Latent Dirichlet
Allocation (LDA) [38]; other methods implemented were, for instance, unsupervised
learning using the expectation-maximisation algorithm for identifying clusters and patterns,
as in Tremblay et al. [39]. They used an attractor network to learn a sequence series to
predict the GRI scoring. Extensive attention has been paid to this topic in the works
by Modapothala et al. [40,41], starting from statistical techniques [40], Bayesian [41], or
multidiscriminatory analysis [41], for analysis of corporate environment reports. These
authors have produced specific work in this area using the GRI G3 version. This version
used a score ranging from A+ to C to measure the effectiveness of the level check, which
was removed from the framework for the GRI G4 version. As such, Liu et al. [42] utilised the
term frequency-inverse document frequency (TF-IDF) [43] method to obtain important and
specific terms for different analytical algorithms and shallow machine-learning models. The
previously described methods and other more recent ones have been applied successfully in
other problems, such as textual similarity in legal-court-case reports [44], biomedical texts
from scholarly articles and medical databases [45,46] or network-analytic approaches for
assessing the performance of family businesses in tourism [47]. The methods employed in
these works have encouraged the exploration of similar algorithms and techniques within
the unsupervised-learning realm for scoring corporate-sustainability reports.

3. Materials and Methods

Since the last GRI framework was implemented, there has been no record of the level
of compliance that published reports have with current standards. Therefore, there is no
test information that we can use to validate text-mining techniques. Henceforth, we are
faced with an unsupervised-learning (UL) problem. In the unsupervised-learning regime, it
is not possible to know which model or algorithm gives the best result on a dataset without
having previously experimented, so when choosing a model for a specific problem, the
only thing that can be done is trial and error, that is, testing with different representations
of the dataset, different algorithms, and different parameters of each algorithm, which is
why a procedure must be followed. In Figure 1 a general scheme of the proposed design is
presented. Here, GRI reports and guidelines are parsed through different software libraries
to extract the embedded text. In the next step, the text is encoded for training and testing
different custom and pre-trained machine-learning models. The final matching index is
selected via visual inspection. This last best model is used to score a selected group of
reports by a selected group of Nordic companies.



Sustainability 2022, 14, 9165 5 of 26

Figure 1. General scheme of the proposed research design.

Despite the clarity in our research design, there are two main challenges: we need
to understand our dataset and find the best algorithm for scoring. For that aim, we will
apply Exploratory Data Analysis (EDA) [48] to design which algorithms would best suit
our needs and environment. Carrying out a methodology allows planning and estimating
the work, preparing a development plan, and independently focusing on each phase.

3.1. Exploratory Data Analysis (EDA)

As stated previously, the problem that we face using text-mining methods is to repre-
sent the text so that an algorithm can interpret it, e.g., in all machine-learning models, one
of the main tasks before experimentation is preparing the data. As it is an unsupervised-
learning problem, we need to build our methodology by experimenting to identify the
limits and best options that could be adjusted to our problem. For instance, the EDA
strategy studies data collections, primarily utilising visual methods to summarise their key
characteristics [49]. EDA can help us see what the data can tell us beyond the formal mod-
elling or hypothesis-testing task instead of just applying descriptive statistical functions.
Furthermore, it can show us hidden relationships and attributes present in our data before
using it for text-mining modelling [50,51].

3.1.1. Information Retrieval (IR)

In this work, accessing and manipulating the data requires advanced methods for
information retrieval (IR) [52,53]. Our case deals with GRI reports obtained from a public
database and the GRI Guidelines. As most of the information is available in Portable
Document Format (PDF) documents, advanced techniques for information retrieval are
necessary to access the correct data used in this study. It is possible to extract raw data
from embedded text and images using state-of-the-art software libraries. In most cases,
the quality of that data is low, and comprehensive cleaning is needed before it is in good
enough shape to be used within any numerical model. Moreover, a suitable representation
of the extracted data is paramount for any posterior desired analysis [54].

3.1.2. Natural-Language Processing (NLP)

Because of the subjective nature of reporting and the lack of standardised formats, the
obtained data after formatting and post-processing the GRI reports might not be enough to
judge via direct comparison with the GRI Guidelines. Here, natural-language-processing
(NLP) models become the fundamental step to finding suitable models that will allow us to
compare two different datasets [55]. A selected set of both custom and pre-trained models
was widely tested in this research to ensure the final proposed matching index algorithm
will provide the best result [56].

3.2. Dataset

The data used in this work results from extracting the embedded text in PDF doc-
uments of the guidelines and the reports. For normalising the extracted dataset, the
documents were subjected to default debugging and transformations to clean the text,
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which means eliminating all irrelevant aspects or those that will impact the model’s per-
formance negatively. This process covers several steps, from the most straightforward
elimination of repeated characters, a transformation of all words to lowercase, fixing of
spelling errors or typos, elimination of punctuation marks, elimination of spaces, etc.,
to more complex, e.g., reducing a word to an English common root form by applying a
stemming technique [57].

This cleaning is a time-consuming process, and it is impossible to assess if a given
modification in the text upon cleaning may affect the performance of the final model.
Moreover, because the reports used in this work are generally unstructured, in some cases,
it has been necessary to apply specific tasks to solve problems such as the absence of fields
or incomplete data. Unfortunately, the text preprocessing is not perfect. It can be improved
continuously, but we applied the cleaning process to a certain degree with verification
via visual inspection. Further studies could tackle issues such as automating the cleaning
process or the performance of the models under different preprocessing stages.

The composition of the dataset is as follows:

• GRI reports dataset: The GRI Standards database is publicly accessible (for more details,
see https://database.globalreporting.org/, accessed on 11 December 2020), and this
database has more than sixty thousand reports stored. For our study, we decided
to search Nordic countries; we downloaded all reports using country as the filter
parameter, leaving the last one published by the company in 2020. In total, we have
550 reports where some were discarded because they were written in a language other
than English, leaving a total of 524 reports. Of which 193 correspond to Swedish
companies, 161 to Finnish companies, 96 to Danish companies, 72 to Norwegian
companies, and 2 to Icelandic companies.

• GRI Guidelines dataset: The GRI Guidelines consist of 169 disclosures grouping in
37 Standards (for more details, see https://www.globalreporting.org/standards/,
accessed on 7 July 2020). These guidelines contain information about minimal technical
information that needs to be provided by the companies. The companies themselves
determine whether they accomplish or do not accomplish these requirements.

Bottom-Up Analysis: An Example

Our objective is to evaluate the degree of affinity of the CSR reports of the companies
with the GRI Guidelines. Therefore, we will perform a bottom-up evaluation to obtain
enough information to facilitate the modelling process. To obtain an idea of how text mining
can be implemented later, we will explore how a descriptive comparison would be made
between an official standard and a factual report of a company. In this case, we randomly
selected the emissions standard GRI-305 as a guideline example, and Skatkraft (Statkraft
AS is a hydropower company wholly owned by the Norwegian state. The Statkraft Group
is a generator of renewable energy, as well as Norway’s largest and the Nordic region’s
third-largest energy producer (https://www.statkraft.com, accessed on 1 July 2021)) as
a company example. The selection of the company was not random. We selected the
company with the most significant semantic variation in the results of the test sets when
we filtered by standard 33, which includes the disclosure GRI-305 (See Figure 2).

https://database.globalreporting.org/
https://www.globalreporting.org/standards/
https://www.statkraft.com
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Figure 2. Text sample of Standard 305-1 [58].

Next, we put the descriptive results in parallel to better understand what we are facing.
The objective was to have a snapshot of raw values. We implemented other variants using
stemming and lemmatization [59], but the differences were not significant. The numbers
have not been eliminated because they are significant for these documents if they are
correctly associated. Both tables tell us immediately that they have a relationship with the
business environment, reports, and energy. The most frequent terms are scope gri reporting
and indirect scope ghg for the emissions side and annual report 2016 and statkraft annual
report for Skatkraft. Very little knowledge can be extracted directly from word strings (see
Figure 3).

Figure 3. Distribution of top trigrams from the GRI-305 standard and Skatkraft.
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It is important, despite having a limited amount of text, to check if creating a word
embedding is feasible. We use classical projection methods to reduce the high-dimensional
word vectors to two-dimensional plots and plot them on a graph. The visualisations can
provide a qualitative diagnostic for our learned model. For example, this represents only
emissions (building our corpus using the standard 33) and implementing a model of word
representations in vector space (Word2Vec) [60,61] (see Figure 4).

Figure 4. Representation of words applying Word2Vec to a Standard 33 Corpus. Here you can see
that all the words related to reporting are slightly on the top and the words related to emissions are
slightly at the bottom, but these converge as we move to the left.

Creating a corpus for each standard will not be feasible for assessing semantic similar-
ity between the documents. That is why we will use Latent Dirichlet Allocation (LDA) [38]
to extract the most relevant terms or topics in all our dataset text. LDA is a method to group
semantically similar documents under a topic. It is based on a simple exchangeability
assumption for the topics and terms in a document where the topics are distributions over
words. This discrete distribution generates observations (words in documents) [62].

Tagging a document with a ranked list of semantic topics can be interpreted as the
extraction of semantic information. This means that the grouped documents per topic
are semantically similar as they share common semantically related terms over the text
corpus of what can be generally called discrete data collection, where the probabilistic topic
model was built on. For this model, both word order and document order do not matter.
Knowing the terms used in each document and their frequencies provides a good enough
result to decide which topic each belongs to. Instead of working with the document–term
matrix, it changes to a subject–document matrix and reduces the dimension. In this way,
we would like to find some similarities between our documents. The topics that have the
most predominance in both texts are emissions and skatkraft as can be seen in Figure 5.

Figure 5. Predominance of texts from Topic #0 in GRI-305 and Skatkraft.

Both represent more than 70% of their marginal topic distribution in both texts. Only
one term, energy, appears in the Skaftkraft Topic #6. A comparison by topic cannot be
made. Due to the total imposition of one topic over the others, as in the standard emissions
and the example company. The topics are very similar and difficult to catalogue at first
inspection.
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Visualising how Corpora Differ: Now, we would like to understand the terms’ asso-
ciations between their corpora. To carry out this task, we will use the Scattertext tool
(Scattertext is a tool that is intended for visualising what words and phrases are more
characteristic of a category than others) [63]. In Figure 6, the results are plotted. From here,
we use the Scattertext plot for search terms that may be useful for GRI searching similarities
through scaled f-score (while a term may frequently appear in both categories (high and low
rating). The scaled f-score determines whether the term is more characteristic of a category
than others (high or low rating).). This figure presents the associations between Skatkfraft’s
report of 57 pages and the GRI 305, from infrequent to frequent. The terms that appear in
the top right are the ones that appear more frequently in both documents. This analysis is
important to visually assess the performance of LDA for text matching between reports
and standards.

The most associated terms in each category make some sense, as we saw with LDA,
with skatkfraft and emissions as the most frequent terms. Developing and using bespoke
word representations, Scattertext can interface with a Word2Vec model. Note that the
similarities produced reflect quirks of the corpus, e.g., climate tends to be one of the most
frequent terms in both documents. We see that it would not be enough to implement
models to calculate the semantic similarity of documents because the information is not
very descriptive and does not necessarily share the same technical terms. Therefore, we
will have to reinforce this analysis with the help of information-retrieval techniques.

Figure 6. Terms associations between GRI-305 and Skatkraft obtained using f-score.

3.3. Matching the Reports by Guidelines

Regardless of the degree of similarity or the topics associated with the documents to
be studied, we have to perform a search matching and check what terms or standards are
mentioned in the reports of the companies that coincide with the guidelines. Therefore, we
must design a strategy linked to controlled vocabularies, and the definition of descriptors
will be listed in a vocabulary of a closed and normalised domain, called controlled. In this
vocabulary, there may even be interrelationships between these terms. How could it be the
association of the standard number with the title or the description of it? The objective of
this controlled vocabulary would be to solve the main problems of information retrieval:
polysemy, homonymy, and synonymy. The relationship of these vocabularies will have to
be of a hierarchical type, of relationship and equivalence.
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3.3.1. Evaluation Measures

The performance of an information-retrieval system can be measured by analysing
the data (or documents) recovered from a query. There are two principal metrics to
consider: precision, which is the volume of relevant data among the total data recovered;
and completeness, which is the volume of relevant data among the total relevant data in the
repository or the database.

Both metrics tend to evolve in reverse (Cleverdon’s Law) [64]. The more the precision
increases, the more the exhaustive completeness decreases, and vice versa. This is because
they measure different factors, noise and silence. Noise is defined as the non-relevant
information retrieved and silence as the unrecovered relevant information. To calculate
these measures, it is necessary to know how many relevant elements exist. It is necessary
to list the relevance of the documents before a set of queries. These listings are called test
collections.

3.3.2. Recovery Models

Recovery models try to calculate the degree to which a certain information element
responds to a certain query. In general, this is achieved by calculating the coefficients of
similarity (Cosine, Phi, etc.). The three most used models are:

• Boolean: One set is created with the query elements and another with the documents,
and the correspondence is measured.

• Vectorial: In which two vectors represent the query and the terms of the document,
and the degree to which both vectors diverge is measured.

• Probabilistic: The probability that the document responds to the query is calculated.
Frequently, feedback is used. The feedback is based on the user indicating which
documents are more similar to their ideal response to reformulate the query.

As we saw, the implementation of similarities by topic modelling is discarded and
creates its own corpus. After this short evaluation process of our problem, we need to test
the models with more popularity based on word, sentence, and hybrid measures. These
we will see in the next section. The evaluation of this process of experimentation is left for
the final section.

It will also be necessary to implement solutions with pre-trained algorithms. Here, we
discarded the approach by Modapothala and co-authors [40] because, in their work, they
used text classification with supervised learning, which is not possible here because of the
change in the GRI methodology. Therefore, calculating the degree of semantic similarity
that the documents have with the guidelines, and more precisely, abstracting the terms that
coincide with keywords of the guidelines themselves, will be the basis to be able to extract
some information on the affinity of the reports to the general and specific requirements
described in the GRI Standards.

4. Experiments

All data for the GRI reports are obtained from the official GRI database. We focus on
the latest reports for each company, which are quoted from all Nordic companies. In total,
550 reports correspond to G3, G4, and Standard versions, of which 524 are in English. GRI
reports have no predefined format and structure; therefore, reporting entities have total
flexibility on how, where, and to what extent to disclose information. It is, therefore, safe to
believe that this input is entirely unstructured when it comes to searching for particular
data.

Nowadays, the reports use more visualisations to facilitate the explanation of the
company’s state of health. This means that the methodology that consists of converting a
PDF format to a text format in an attempt to define a hierarchical structure of data, used in
previous works such as [17], would be obsolete.

For running our experiments, we present a complete pipeline that aims to resist
changes in future GRI Guidelines and formats. Therefore, we designed the whole structure
in a modular way, which is easily deployed in cloud services. The results obtained in this
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paper were obtained using different cloud instances, as plotted in Figure 7. This solution
architecture, as described in Figure 8, is the first step toward a reliable and automatised
pipeline for scoring CSR reports.

4.1. Software Tools

Several libraries based on python were used for building the modular architecture;
among the main ones are:

• Data collection: OCRopus OCR Library (https://github.com/tmbarchive/ocropy, ac-
cessed on 1 July 2021) for extracting text from images embedded in PDF documents
and Textract
(https://github.com/deanmalmgren/textract/, accessed on 1 July 2021) for extracting
content from any type of file, without any irrelevant markup.

• Data encoding: spaCy [65] for tokenisation and NLTK [66] for splitting strings into
substrings using regular expressions.

• Text vectorisation and calculation of similarities: scikit-Learn [67] is used as the standards
vectoriser for based engines in TF-IDF of the system, Gensim [68], for vectorisation
engines of the system, which implements the algorithm Doc2Vec and pre-trained
models as Glove, fastText, and Word2Vec. Tensorflow [69] uses the Universal Sentence
Encoder pre-trained text-embedding module to convert each title to an embedding
vector, and sparse_dot_topn (https://pypi.org/project/sparse-dot-topn/, accessed
on 1 July 2021) to calculate the similarity between two vectors of TF-IDF values, Cosine
similarities are usually used, which can be seen as the normalised dot product between
vectors.

• Text preprocessing: re [70] python library was used in the preprocessing of the text of
the standards in the definition of filter individuals, BS4 (https://pypi.org/project/
beautifulsoup4/, accessed on 1 July 2021) for parsing HTML and XML documents.
It creates a parse tree for parsed pages that can be used to extract data from HTML,
Textblob (https://textblob.readthedocs.io/en/dev/, accessed on 1 July 2021) for pro-
cessing textual data. It was used for part-of-speech tagging and noun-phrase extraction.

Figure 7. Specification for deployed instances and quantified CO2 offset. Estimations were conducted
using the Machine Learning Impact calculator available at https://mlco2.github.io/impact, accessed
on 1 July 2021 [71].

Moreover, for reducing the processing time by multithreading, the joblib python
library was used (https://joblib.readthedocs.io, accessed on 1 July 2021). FuzzyWuzzy

https://github.com/tmbarchive/ocropy
https://github.com/deanmalmgren/textract/
https://pypi.org/project/sparse-dot-topn/
https://pypi.org/project/beautifulsoup4/
https://pypi.org/project/beautifulsoup4/
https://textblob.readthedocs.io/en/dev/
https://mlco2.github.io/impact
https://joblib.readthedocs.io
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(https://github.com/seatgeek/FuzzyWuzzy, accessed on 1 July 2021), a library based
on fuzzy logic, was used for the string matching process. Moreover, for storing data
from both the corpus, validations, and recommendations, we used MySQL and Pickle
(https://github.com/python/cpython/blob/3.8/Lib/pickle.py, accessed on 1 July 2021)
for storing the trained models.

Figure 8. High-level solution architecture for the text-semantic search system.

4.2. Hardware

The machine-learning models used in this work were implemented on the hardware
provided by the Google Cloud Platform for both tests and deployment. The scheme of the
used instances is presented in Figure 7.

https://github.com/seatgeek/FuzzyWuzzy
https://github.com/python/cpython/blob/3.8/Lib/pickle.py
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4.3. Architecture

Figure 8 shows an overview of the final solution architecture. The system extracts and
processes the text, validates and builds an approximate similarity matching index, and
finally serves to build an index for semantic search and retrieval. In the next part, we will
describe the modular elements of the architecture and their tasks.

4.3.1. Module 1: Data Collection—Corpus Creation

To obtain the corpus, we combined Textract and Ocropus to extract the text from PDF
files. Despite being a routine process, we had to adjust many parameters for the task of
extraction of text embedded in the images of the PDF themselves (See Figure 8). Then,
scratch clean-up routines were applied, i.e., loaded to obtain standards in XML format
where the data extracts are neatly stored in labels. Each PDF metadata extracted, such as
type of title and standard number, is saved on a table for further manipulation.

4.3.2. Module 2: Query and Processing—Text Preprocessing

For each tokenisation process, the sentence is filtered by a depuration process, where
we define the politics of treatment of the manipulation of the text. e.g., the boundaries of
the minimum number of words that can build a sentence.

4.3.3. Module 3: Modelling and Matching Search—Training and Saving

In this stage, we configure the parameters to develop an environment where the
models that are going to be executed can be compared later. Regarding architecture, for
the embeddings, we found that bag of words was very slightly faster and produced better
results than skip-gram. Training algorithm: TF-IDF, LSA, Word2Vec custom, Word2Vec(300),
fastText(300), and GloVE(3).

4.3.4. Database

For storing the results of the models, a database is created at the beginning of the train-
ing stage, with the following tables that will be filled at runtime. We split the parameters
and results of each model on different tables to mitigate the risk of running exceptions.

4.4. Overall Workflow

We need to design a similarity matching system to extract the similarities from docu-
ments against the GRI Standards reports. This means that in the first instance, we need to
represent items as numeric vectors. These vectors, in turn, represent semantic embeddings
of the item discovered through the models mentioned.

Later we need to organise and store these embeddings to apply cosine distance to find
those similar to the embedding vector of the standard query. The solution described in
this research illustrates an application of embedding similarity matching in text-semantic
search. The goal of the solution is to retrieve semantically relevant documents to compare
with the standards query.

The workflow of the semantic search system proposed illustrated in Figure 8 can be
divided into the following steps:

1. Extract embeddings using modules 1 and 2

• Read the PDF files from GRI database.
• Extract the text embeddings using our set of algorithms in module 2.
• Store the extracted embeddings in the database.
• Store the original text and their identifiers in Datastore.

2. Build the index using AI Platform using module 3

• Load the embeddings from the files in the database into the GRI index.
• Build the index in memory.
• Save the index to disk.
• Upload the saved index again to the database.
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3. Serve the scoring

• Download the guideline index from the database.
• Extract the query embedding using module 2.
• Using the GRI index, find embeddings that are similar to the query embedding.
• Obtain the item IDs of the similar embeddings.
• Retrieve the GRI report titles using the identifiers from Datastore.
• Return the results.

4.4.1. Vectorisation Models

To carry out the vectorisation of each standard’s tokens, the two engines are imple-
mented in the system. Both have undergone experiments to analyse their performance and
the quality of recommendations. Internally, textual queries are obtained through inferences
to a vector in the model based on the text tokens. The similarities in Doc2Vec are found
with the most similar function that internally computes the cosine similarity calculation.
Default values from the library were used for the rest of the model parameters that do not
appear in the list.

4.4.2. Pre-Trained Models

The gensim package has nice wrappers providing us interfaces to leverage pre-trained
models available under the gensim.models module.

4.4.3. Information Retrieval

For the extraction, we implement FuzzyWuzzy determining at least the ratio 95, but
we also apply coverage to the similarity between neighbouring sentences. This is because it
was found that the terms for matching are often tokenised in different sentences.

4.5. Search and Semantic Systems in Practice

In Table 1, we present the table of executions, the results of which are analysed in the
next section. In practice, search and retrieval systems often combine semantic-based search
techniques with token-based (inverted index) techniques.

Table 1. Design of executions.

Pre-Process Feature Similarity Text Similarity
Extraction Measure Based

Stop words removal TF-IDF word String

Word2Vec
Punctuation removal (Custom cosine Corpus

Trained)

Lemmatization LSA cosine by Corpussentence

Doc2Vec
Spell Correction (Custom cosine Hybrid

Trained)

Abbreviation fastText softcosine Hybrid

Accept numbers

Word2Vec (300) softcosine Hybrid
gloVE softcosine Hybrid
USE cosine Hybrid
IE matching String

Word2Vec cosine Corpustext (Custom Trained)
8 corpus Doc2Vec cosine Hybrid(Custom Trained)
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5. Results

As we have previously commented, the evaluation of the results provided by the
implemented models is only a complementary part to a more in-depth analysis required
to know the actual degree of affinity that the reports presented can have under the latest
framework applied by GRI. This is not due to the bias that the models themselves present
or due to a lack of adjustments, but rather to the natural subjectivity associated with the
difference of opinions about the semantic relationship between texts.

While dealing with a problem as subjective as the assessment of texts, for which it
has been necessary to implement UL tools, we will introduce the results in an intrinsic-
assessment way. Intrinsic assessments [72] are experiments in which the results are com-
pared by human judgements on word relations (see Section 2 for more details).

To proceed with this assessment, we will then use the standard mime and report
selected in Section 3. That is the GRI 305 standard that corresponds to the emissions section
and the CSR of the Norwegian company Statkraft. For this effect, we will prepare the
following control dataset for the evaluation of the models (see Section 4 for more details).
For the analysis of words, the following terms will be used: {emissions, sustainability, gri}.
Emissions is a specific term used in the GRI 305 standard, which is related to control
measures regarding the level of emissions produced by the company, sustainability is used
as a generic term related to ESG practices, and GRI is a not relevant term for general use or
use in a pre-trained corpus but has a particular definition for our context.

For the analysis of the sentences, we extract some sentences from the Statkraft GRI
report. The following sentences will be used:

(a) “Statkraft’s power plants have low variable costs, long lifespans and low carbon
emissions”.

(b) “Statkraft’s high-level Climate Roundtable gathered scientists, business leaders and
politicians to explore new business solutions to the climate challenge”.

(c) “However, 233 minor environmental incidents were registered (228 for 2015)”.

In the same way, as for the analysis of words, the phrases are selected based on their
specificity to our studied topic, in this case, GRI 305. The sentence (a) is an example of a
specific phrase that determines an objective pursued by our standard: reducing emissions.
It is a specific sentence in which it is clearly indicated that one of the disclosures of the GRI
305 standard has been achieved. The sentence (b) does not become so specific in its semantic
meaning; however, it does contain many words related to emissions. Finally, the phrase
(c) is a very common sentence in this type of corporate report, leaving its interpretability
open and with minimal relation to our topic.

5.1. Similarity of Words

In Figure 9, we can see a summary of which terms are extracted as similar from our
models:

Figure 9. Similarity by words obtained from the different trained models.



Sustainability 2022, 14, 9165 16 of 26

Now, despite making an interesting connection with the term emissions, we can see
that, concerning the Doc2Vec models, that does not seem to be the case for the term
sustainability. The domain management also stands out when the specified corpus models
are executed, as in the case of Word2Vec Custom, which was the only one, logically, that
was able to extract the similarity that we expected about the term gri, relating it to standard
or 102 general (where 102 corresponds to the standard that describes general aspects of the
companies). Not so for fastText, in which we can see how lexical similarity helps define
its results. Instead, it is interesting to see the strong relationship presented by the word
emission together with governance and sustainable for gloVE, which is closer to the guidelines
determined by the GRI Framework.

5.2. Similarity of Sentences

Following the previous structure, we present the results in Table 2 in relation to the
control sentence (a), including the sentences with the highest degree of similarity.

The first three sentences with the highest degree of similarity were selected and are
presented in Table 2 (the results obtained with respect to control sentences (b) and (c)
are included in Appendix A.2). From here, it is necessary to determine which sentences
have greater accuracy when comparing them with our control sentences. LSA, for our
appreciation, stands out above the others in the control statement (a) and declines quite
a lot with the control statement (c). gloVE instead seems to handle better in generalist
statements such as (b) and (c), but not so much in more specific cases as in (a), fasText
continues to demonstrate that the lexicon is one of the most important points to value as
well as TF-IDF. With the other models, we find it difficult to abstract a more homogeneous
conclusion due to the diversity of its results.

Therefore, we decided to combine the results provided by LSA and gloVE because we
believe that both are complementary to our problem environment. In this way, we would
try to balance the lack of text with gloVE and the specificity of the documents with LSA. In
Table 3 we present the first ten reports with the average of cosine valuations by LSA and
gloVE as total in descendant order.

According to Table 3, the report prepared by the Norwegian company NSB group in
2018 is the one with the highest semantic similarity assessment to the guidelines proposed
by GRI Standards. It should be noted that Finnish reports have the best rankings in the
overall picture, as its top 10 reports are in the top 21 of the total. It is followed by Denmark,
putting its top 10 reports in the top 33, Sweden is below the top 79, and Iceland is in the top
77 (See Appendix A.3).

Capturing the semantic similarity that a document can have, it is not guaranteed that
it will be known whether a report mentions compliance with a specific standard. Since
June 2018, the GRI Standards are currently the last in force concerning its predecessors,
G4 and G3. They suggest that a summary of what standards are being complied with in
core or comprehensive elements be attached to reports where possible. Therefore, we will
look for reports that match the guidelines described in section 4. The total field provides
the number of disclosures that a report match with the guidelines. The total E, total S,
and total G fields provide the total amount that the reports match with the ESG Metrics
of the World Federation of Exchanges guidelines (the World Federation of Exchanges,
formerly the Federation Internationale des Bourses de Valeurs, or International Federation of
Stock Exchanges, is the trade association of publicly regulated stock, futures and options
exchanges, as well as central counterparties) mapped with the GRI Standards. In Table 4, as
we did previously, we will present the ten first reports with the highest matches according
to the index guidelines.
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Table 2. Similarity by sentences obtained from the different trained models regarding the sentence
control (a).

Model Sentence Similarity

Word2Vec emission set reporting requirements topic emission 0.495452

Custom emission 0.492307

region emission cap volume emission also direct cost implication 0.45344

Doc2Vec

detail location based market-based method available ghg protocol scope 2 guidance 0.245192

chosen emission factor originate mandatory reporting requirement voluntary reporting 0.160205framework industry group

thus rate used disclosing ghg emission conflict national regional reporting requirement 0.157251

fasttext

biogenic carbon dioxide CO2 emission emission CO2 combustion biodegradation biomass
carbon dioxide CO2 equivalent measure used compare emission various type greenhouse 0.307128

gas ghg based global warming potential

region emission cap volume emission also direct cost implication 0.301845

emission 2016 calculation based published criterion emission factor gwp rate direct
measurement ghg emission continuous online analyzer estimation 0.259396

GloVe

region emission cap volume emission also direct cost implication 0.359467

biogenic carbon dioxide CO2 emission emission CO2 combustion biodegradation biomass

0.354669carbon dioxide CO2 equivalent measure used compare emission various type greenhouse
gas ghg based global warming potential gwp note CO2 equivalent gas determined

multiplying metric ton gas associated gwp

primary effect element activity designed reduce ghg emission carbon storage 0.323098

Word2Vec(300)

biogenic carbon dioxide CO2 emission emission CO2 combustion biodegradation biomass
carbon dioxide CO2 equivalent measure used compare emission various type greenhouse 0.252893

gas ghg based global warming potential

ghg emission include CO2 emission fuel consumption 0.214474

emission 2016 0.212684

TF-IDF

(In regions with emission caps, the volume of emissions also has direct cost implications.) 0.35

This Standard covers the following GHGs: Carbon dioxide () 0.26

iogenic carbon dioxide (CO2) emission emission of CO2 from the combustion or
biodegradation of biomass carbon dioxide (CO2) equivalent measure used to compare 0.25

the emission

LSA

other significant air emissions Pollutants such as NOX and SOX have adverse effects on 0.9climate, ecosystems, air quality, habitats, agriculture, and human and animal health.)

(e.g., from coal mines) and venting; HFC emissions from refrigeration and air conditioning 0.9equipment; and methane leakages (e.g., from gas transport )

significant air emission air emission regulated under international conventions and/or 0.999994national laws or regulations

Stora Enso of Finland has 127 disclosure matches out of 166, which is relatively very
high, with a distance of more than 35% to the report in the tenth position. It can be noted
that the Finnish reports have virtually monopolised the top 10 positions. The Danish and
Swedish reports are in the top 60, and Iceland’s ratings are lower for not applying the latest
GRI Standards (see Appendix A.4).

Finally, we would like to combine the semantic similarity obtained by LSA with gloVE
and the matching index. As these values belong to different ranges, we must apply the
standardisation method to normalise them. The results are compiled in Table 5.
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Table 3. Top 10 semantic similarity.

Rank Company Name Country Year Average

1 NSB group Norway 2018 0.782332
2 IKEA (UK, Ireland) Sweden 2016 0.768476
3 OP Bank Finland 2016 0.751637
4 Vestas Wind Systems Denmark 2018 0.747473
5 TDC Denmark 2016 0.744967
6 Pohjolan Voima Finland 2016 0.743451
7 Sydbank Denmark 2016 0.738819
8 UN office for project services

(UNOPS)
Denmark 2018 0.736289

9 TGS Nopec Norway 2018 0.735754
10 Stora Enso Finland 2016 0.720677

Table 4. Top 10 index matching.

Rank Company Name Country Year Total E Total S Total G TOTAL

1 Stora Enso Finland 2018 12 6 6 127
2 UPM Finland 2018 12 5 6 115
3 Kesko Finland 2018 13 5 5 102
4 Palsgaard Denmark 2018 11 6 3 91
5 Posti Finland 2018 12 5 6 89
6 Kemira Finland 2017 8 5 3 85
7 DNA Finland 2018 11 4 6 83
8 Tokmanni Finland 2017 7 5 3 77
9 ACO Denmark 2018 2 4 3 74

10 Telenor group Norway 2018 7 3 3 70

Table 5. Top 10 companies with more cosine similarity and index matching.

Rank Company Name Country Year Score

1 Stora Enso Finland 2018 8.387491
2 Kesko Finland 2018 7.504839
3 UPM Finland 2018 7.047673
4 Posti Finland 2018 6.394485
5 Palsgaard Denmark 2018 6.057551
6 ACO Denmark 2018 5.937491
7 Tokmanni Finland 2017 5.112981
8 Sampo Finland 2018 4.949607
9 Epiroc Sweden 2018 4.861749
10 Nordea Finland 2018 4.758798

Although the Finnish company Stora Enso is not even in the top 10 best reports
according to their semantic affinity, their excellent rating according to disclosures was
addressed in their management, which may indicate why they are in the first position in
the overall position table.

6. Conclusions

The objective of this research was to discover how it can help us implement text-mining
techniques if we would like to know how the reports published by Nordic companies are
in line with the GRI Standards. The intrinsic valuation was implemented in Section 4 to
determine the degree to which these reports are in line with the latest version of Global
Reporting Initiative guidelines. Different techniques were implemented to cover the
different forms that exist for semantic evaluation. LSA and gloVE were the best models in
terms of congruence.
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Regarding the data quality, it has been evident that creating corpus or training new
models is not feasible for the volume of data we have. Furthermore, although they can offer
good results on the part of similarity by strings, by sentences, which is what interested us
the most, text enrichment was discarded to avoid breaking the framework of the official
guidelines provided by GRI.

Regarding the trained models, despite the drawback of the amount of text to train
an LSA model, it has confirmed its popularity for handling small volumes of text well.
Moreover, its docility when updating the training is more than feasible for this type of study.
fastText, was not very forceful when presenting the results in terms of clarity. Word3Vec
pre-trained was too slow. Doc2Vec is an interesting model but not robust enough for our
problem. gloVE proved to be very robust and consistent with its results.

The reports that have obtained a higher semantic similarity rating may not necessarily
obtain a good index-matching rating. The reasons may differ, starting from the text extrac-
tion, which is often not 100% reliable when the text is embedded in images. Another cause
may be that the reports were not updated with the new standards or omitted the GRI index
in their reports. Moreover, another reason is the size of the text in the reports; sometimes,
it can help obtain a better semantic assessment, but eventually, if the document contains
many generalist phrases, it tends to penalise its assessment.

The results of this work are not a guide concerning the actions of companies in
matters of Environment, Social, and Governance objectives, for the points outlined above.
However, it does give some guidelines on how information on their achievements should
be presented. A clear, concise text without any textual or media decorations will enjoy
a greater probability of positive evaluation, independent of which or how many CSR
Frameworks they are using. Moreover, the obtained results could be limited because we
used only reports from Nordic companies. Although more general results can be achieved
by including a larger set of reports by different companies around the world. In the future,
we plan to explore reports from companies in similar fields or within the same geographical
distributions.

Fortunately, text mining is a broad field where several actions can be taken to improve
the accuracy of these results. For example, it would be necessary to extend the valuation
process to experts and non-experts to reduce the bias criteria. Furthermore, we would like
to incorporate more information about the different available guidelines, enrich a corpus,
and make it more specific regarding Environmental, Social and Governance objectives and
Sustainable Development Goals (SDGs).
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Appendix A

Appendix A.1

Distribution of GRI Guidelines (For more details: https://www.globalreporting.org/
standards/, accessed on 1 July 2021).

Figure A1. GRI Guidelines distribution.

https://www.globalreporting.org/standards/
https://www.globalreporting.org/standards/
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Appendix A.2

Similarity by sentences obtained from the different trained models regarding the
sentence control (b) and (c).

Figure A2. Similarity by sentences obtained from the different trained models regarding the sentence
control (b) and (c).
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Appendix A.3

Top 10 semantic similarities by countries:

Figure A3. Top 10 semantic similarities by countries.

Appendix A.4

Top 10 index matching by countries:
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Figure A4. Top 10 index matching by countries.

References
1. Dumay, J.; Guthrie, J.; Farneti, F. GRI sustainability reporting guidelines for public and third sector organizations: A critical

review. Public Manag. Rev. 2010, 12, 531–548. [CrossRef]
2. Larrinaga-González, C. The GRI Sustainability Reporting Guidelines: A review of current practice. Soc. Environ. Account. J. 2001,

21, 1–4. [CrossRef]
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