Over the past thirty years, there has been much dialogue, and debate, about the conduct of educational technology research and development. In this brief volume, Justus Randolph helps clarify that dialogue by theoretically and empirically charting the research methods used in the field and provides much practical information on how to conduct educational technology research. Within this text, readers can expect to find answers to the following questions:

- What are the methodological factors that need to be taken into consideration when designing and conducting educational technology research?
- What types of research questions do educational technology researchers tend to ask?
- How do educational technology researchers tend to conduct research? What approaches do they use? What variables do they examine? What types of measures do they use? How do they report their research?
- How can the state of educational technology research be improved?

In addition to answering the questions above, the author, a research methodologist, provides practical information on how to conduct educational technology research – from formulating research questions, to collecting and analyzing data, to writing up the research report – in each of the major quantitative and qualitative traditions. Unlike other books of this kind, the author addresses some of research approaches used less commonly in educational technology research, but which, nonetheless, have much potential for creating new insights about educational phenomena – approaches such as single-participant research, quantitative content analysis, ethnography, narrative research, phenomenology, and others.

Multidisciplinary Methods in Educational Technology Research and Development is an excellent text for educational technology research methods courses, a useful guide for those conducting (or supervising) research, and a rich source of empirical information on the art and science of educational technology research.
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Preface

In 2004, HAMK University of Applied Sciences began a research and development project whose goals were (a) to produce theoretical and empirical information about e-learning, (b) to develop innovative e-learning applications, and (c) to foster the growth of the e-learning enterprise in the Kanta-Häme province of Finland. To achieve those goals, a nine-element research agenda was devised. Figure 1 shows the logic of how those elements fit together to bring about the project’s goals.
The purpose of the eighth element (*Multidisciplinary research methods in educational technology*), and the purpose of this book, is to chart the multidisciplinary methods used in educational technology research and, from that charting, to produce information that can help foster improved research methods in educational technology. The improved research methods are, in turn, intended to bring about improved theoretical and empirical information about technologies for improving education.

This book is based on numerous disciplines. They include education, psychology, sociology, media studies, computing, program and policy evaluation, software engineering, business, and other disciplines whose methods can inform the field of educational technology research and development.

**Organization**

This book is organized into seven chapters. In the first chapter, I discuss the methods-choice debate and the factors that influence methods choice in educational technology research and development. The factors that I have identified include the following:

1. The research problem;
2. The purposes and frameworks for the research;
3. The state of and types of the previous research;
4. The type of research act implied by the research question;
5. The level of generalizability needed;
6. The level of accuracy needed;
7. The feasibility of carrying out an investigation;
8. The propriety of an investigation;
9. The utility of an investigation;
10. Whether a quantitative, qualitative, or mixed-methods tradition is being adopted;
11. Whether exploration or confirmation is needed;
12. The degree to which stakeholders participate in the research process; and
13. The degree to which the researcher becomes a participant in the intervention or setting of the investigation.
I also discuss the five major categories of research questions in educational technology research and development.

In the first part of Chapter 2, I discuss the four major quantitative research approaches (survey research, causal-comparative and longitudinal research, correlational research, and experimental research). In the second part of Chapter 2, I discuss the five major qualitative research approaches (narrative research, phenomenology, case study research, grounded theory research, and ethnography).

In Chapter 3, I provide an overview of the methodological characteristics of educational technology research by synthesizing and analyzing the results of several previous methodological reviews. The questions that the overview answers are listed below:

1. What are the meta-categories that can be used to subsume the research categories in other methodological reviews of educational technology research?
2. What are the proportions of quantitative, qualitative, and mixed methods research that educational technology researchers have tended to use?
3. How do those proportions differ over time periods and publication forums?
4. How do those proportions compare to the proportions in the field of education research proper?
5. In what proportions do educational technology researchers choose (a) research methods, (b) experimental research designs, and (c) measures?
6. How do educational technology researchers tend to report educational technology studies?
7. What suggestions are given for improving educational technology research?

In Chapter 4, I discuss the most commonly used quantitative and qualitative data collection methods in the field of educational technology research. These include the use of questionnaires, log files, tests, interviews, and direct observation.

In Chapter 5, I provide a general overview of the different methods of data analysis and refer the reader to the seminal books for each form of data analysis. I discuss the quantitative analysis of quantitative data, the quantitative analysis of qualitative data, the qualitative analysis of qualitative data, and the qualitative analysis of quantitative data.

In Chapter 6, I present information about reporting on quantitative and qualitative educational technology investigations. I provide information on writing up conventional quantitative and qualitative reports, discuss alternative styles of reporting, and present Huff's (1999) method of using exemplars.
In Chapter 7, I provide some conclusions about methods choice in educational technology research. In the Appendix, I have included a list of key questions to consider when planning educational technology research and development projects.

**The Target Audiences and How They Will Benefit from this Book**

The target audiences for this book are primarily educational technology students, their supervisors, and educational technology researchers. However, because of the multidisciplinarity of this text, I expect that students, instructors, and researchers from a variety of other fields could benefit from the information presented here too. In the paragraphs below, I explain how this book is expected to benefit its target groups.

The first group expected to benefit are students of educational technology research and development. With hope, the first and second chapters will help orient those student researchers to the field of educational technology research and provide them with the basic information needed to make informed decisions about what methods to choose. The third chapter will help students understand what types of methodological choices practicing educational technology researchers tend to make. The remaining chapters are intended to help students make informed decisions about data collection, analysis, and reporting and to refer them to the seminal resources for carrying out those activities. The appendix, Key Questions in Educational Technology Methods Choice, is designed to help students think through the issues that are critical when choosing methods in educational technology research and development.

The second group expected to benefit from this book are the supervisors and teachers of educational technology students. With hope, this book, in whole or in part, can serve as a course text in an educational technology research methods class and as a catalyst, focusing tool, and source of common vocabulary for academic dialogue between supervisors and their students.

The third group expected to benefit are seasoned educational technology researchers. It is my hope that the methodological factors that I have identified can serve as a starting point for clarifying the methods-choice debates in educational technology. Also, because the third chapter of this book synthesizes the research about the practices of educational technology researchers, it is my hope that it can help empirically answer questions important to the disciplinary identity of the field – questions such as:

- How do educational technology researchers and developers tend to conduct scientific inquires?
- What methods do they tend to use?
- What methods do they tend not to use?
- How do the observed practices in educational technology research differ from what is suggested as best practice, and why?
• How do the research practices in educational technology research differ from the research practices in other fields?

In addition, the answering of these questions is intended to help educational technology researchers understand the prevalent epistemological and ontological traditions in their field.

Using this Book in the Classroom

As noted earlier, one of the purposes of this book is to serve as a tool for instructing students in educational technology research methods. For example, having students read chapters one and two and then having them think through the list of key questions in educational technology methods choice at the end of this book would be a good way to familiarize students with the factors that are important in choosing appropriate methods. The key questions in methods choice at the end of this book might also serve as an intellectual organizer for supervisors and their students who are beginning to plan theses, dissertations, or projects. The third chapter can be used to introduce students to the practice of educational technology research. The fourth, fifth, and sixth chapters; which are about data collection, analysis, and reporting; can be used to familiarize students with those issues and to refer them to the essential texts in those areas. At the end of each chapter, I have included a Questions to Consider section that can be used as a catalyst for group or online discussions.

Positioning Myself

In the tradition of qualitative research, I think that it is worthwhile to provide the reader with some information about the author. For the past four years I have been involved with educational technology research and evaluation in various programs at the University of Joensuu and HAMK University of Applied Sciences. My main area of interest is how scientists, particularly educational technology researchers, conduct and report their research. I also am interested in research about and meta-analysis of educational interventions. My doctoral training; at Utah State University, USA; was in education research and program evaluation. I have a master's degree in education and an educational administration certification. My bachelor's degree was in English, art history, and philosophy. Although my doctoral studies were mostly quantitative in nature, I have spent the past few years developing my toolbox of qualitative methods.

Besides working for HAMK University of Applied Sciences and the University of Joensuu, I have worked as an evaluator or researcher for organizations such as the Center for Policy and Program Evaluation, The Worldwide Institute for Research and Evaluation, the National Center for Hearing Assessment and Management, Utah State University, and the Logan City School District. I also have worked as an English teacher at a private school in Poland and have had experience working as a school principal.
I was reared and educated in the United States, but I have been living in Europe for most of my adult life. I originally came to Finland, where I still reside, to do a Fulbright-sponsored research and evaluation internship.

**Key Sources**

Although I drew on many sources when putting together this book, I tended to draw on some more than others. Cresswell’s (2007) *Qualitative Inquiry and Research Design: Choosing Among Five Traditions* was particularly useful for providing the information on the sections about the qualitative traditions and their reporting. Shadish, Cook, and Campbell’s (2002) *Experimental and Quasi-Experimental Designs for Generalized Causal Inference* was the source of much of the information on experimental designs. Also, Frechtling, Frierson, Hood, and Hughes’s (2002) *The User Friendly Handbook for Project Evaluation* was drawn on heavily for the summary of data collection methods.

**Some Notes on the Terms Used**

Before going on, I think that it is important to clarify what I mean by some of the terms I use, because different authors use them differently. I use the term *research method* to refer to the set of steps that a researcher goes through to conduct an investigation, from designing an investigation to reporting the results of that investigation. By *research approach* I mean the approach that underlies the research method. Examples of the research approaches I discuss in this book are survey research, causal-comparative research, correlational research, experimental research, case-study research, narrative research, grounded theory research, ethnographic research, and phenomenological research. Finally by the term *research act*, I mean the types of intellectual activities that are characteristic of a certain research approach. For example, quantitative description is a characteristic intellectual activity of survey research; explanation is a characteristic activity of many types of qualitative research. I discuss the different types of research acts in Chapter 1.
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Chapter 1

Methodological Factors in Educational Technology Research and Development

The methods-choice debate is one that resurfaces with regular frequency in the education research community. This regular resurfacing is not surprising, though, given the importance of methods choice. Decisions about methods choice affect and are affected by the political, economical, and social currents of the times (Greene, Lipsey, Schwandt, Smith, & Tharp, 2007). The methods-choice debate helps determine what the research community, the media, government agencies, program funders, and the public accept as convincing evidence. And, among many other reasons, methods choice is a reflection of a research community’s underlying epistemological, ontological, and axiological positions.

In the 1980s, the methods-choice debate in the social sciences flared when Cronbach et al. (1980) criticized Campbell’s (1969) “reforms as experiments” view of evaluation in which laboratory research methods were favored for informing policy. Julnes and Rog (2007a, p. 1) wrote that Cronbach et al. were, “in effect nailing their ninety-five theses to the door of the edifice built on the experimental paradigm.” Ten years later the debate resurfaced as what are referred to now as the paradigm wars – a conflict between those advocating quantitative methods and those advocating qualitative methods (see Datta, 1994; Guba, 1990; Scriven, 1993). The paradigm wars waned as the mixed-methods paradigm gained increasing acceptance. In its latest form, the methodological debate has resurfaced in response to the U.S. Department of Education’s (2003) decision to give funding priority to research that adopts formal random sampling and experimental designs.

The field of educational technology research and development is not immune to these debates; in fact, the field has a long history of methodological debates of its own. The earliest artifact of this ongoing debate is Clark and Snow’s (1975) initial methodological review and critique of educational technology research. Since Clark and Snow’s article, at least 13 empirical methodological reviews of the educational technology literature have been conducted (see Randolph, 2007a, for a synthesis of these reviews). Other high and low points in the history of the educational technology methods-choice debate have been Phipps and Merisotis’s (1999) dismissal of almost the entire body of previous research on distance learning because of its methodological flaws, Clark’s (1983) criticism of media comparison studies, the treatises of the Design-Based Research Collective (2003), Reeve’s (1995) criticism of the
research questions of educational technology, and Williamson, Nodder, and Baker’s (2001) claim that “whilst much of the literature in [the field of educational technology] is comparatively light methodologically, this can be justified by a constructivist approach to teaching and learning” (p. 1).

According to Julnes and Rog (2007a), the current methods-choice debate “is not ... about the desirability of generating evidence or about the need to consider the relative value of different methodologies. Instead, the debate is primarily over when, or under what circumstances, various methodologies provide the most useful, or actionable, evidence” (p. 2). With much wisdom, Julnes and Rog state that the way forward in the methods-choice debate is not to try to resolve the controversy, because the controversy involves deeply-rooted disagreements that are not likely to go away. Rather they suggest that way forward is “to clarify the issues to yield a more productive dialogue” (p. 2).

It is with that piece of advice in mind that I put forth the goal of this chapter: to clarify the issues, I identify and describe some of the factors that are particularly important to consider when choosing methods for educational technology research and development. To make these factors more easily understood I break them into two categories, both of which are critical to understanding methods choice: factors that influence the formulation of the research question and factors that influence how a research question is answered. The factors that influence the formulation of the research question are listed below:

- The research problem.
- The purposes of research and their corresponding traditions.
- The state of the previous research.

And, the factors that influence how a research question is answered are listed below:

- The methods used in the previous research.
- The research act implied in the research question.
- The feasibility of the research.
- Safeguards for propriety.
- The degree of utility needed.
- The degree of accuracy needed.
- The degree and kind of generalizability needed.
• The degree of stakeholder participation in the research process.

• The degree of researcher participation in the research setting.

In addition to identifying these factors, I also identify the five major types of research questions in educational technology research and development. With hope, identifying and describing these factors and research questions will help improve the productivity of the dialogue about methods choice in educational technology research within and between researchers, funders, policy makers, and practitioners.

What I do not provide here is a concrete set of rules for determining what research approach to use, what data collection methods to use, what analysis methods, or what reporting methods to use over a large set of research situations. One reason is that what may constitute the best methods choices is somewhat subjective – hence, the deep-seated disagreements about methods choice that are not likely to go away. The other reason is that while I believe that there are probably some general guidelines that apply across cases, methodological choices are heavily context-dependent. The methods that bring about actionable evidence in one setting may not bring about actionable evidence in another. Methods choice involves a careful weighing of many factors to create the most actionable evidence possible.

The methods choice factors I propose here are drawn primarily from my experience conducting methodological reviews of the educational technology literature and from key readings and previous research on methods choice (e.g., Julnes & Rog, 2007b; Shadish, Cook, & Campbell, 2002). They are also drawn from my training as a research methodologist and from my experience teaching and supervising educational technology students.

Factors Influencing the Formulation of the Research Question

Of primary importance in methods choice is the formulation of the research question because “methodology is ever the servant of substance, never the master” (Greene et al., 2007). While the research question may be of primary importance in determining the right research methods, there are a variety of factors that are of primary importance in determining the right research question — (a) the research problem, (b) the research purpose and its associated tradition, and (c) the state of the previous research. So, by substitution, the factors that are of primary importance in formulating the research question are the foundation on which methodological choices are made. (For the sake of simplicity, hereafter I use the term research question to refer to all of the following: scholarly research questions, evaluation questions, and development tasks.)

Before moving on to discuss the factors that influence the formulation of educational technology research problems, it might be useful to make a distinction between the different kinds of research questions. One distinction I make is between knowledge-base questions and empirical research questions. The other distinction is between procedural research questions and structural research questions.
As the name suggests, knowledge-base questions are answered through an examination of the knowledge base. The following are examples of knowledge-base questions:

- What is known about best practices in user-centered design?
- Across studies, what are the academic effects of tools that help students visualize algorithms?
- What variables are known to influence the effectiveness of educational interventions?

On the other hand, empirical research questions are meant to be answered through first-hand, empirical research. The following questions are examples of empirical research questions; however, they might also be knowledge-base questions if they had already been answered in the previous research:

- What are the effects of a new technological intervention on the long-term and short-term memory retention of vocabulary words?
- To what degree do students and teachers report that they are satisfied with a new intervention?
- In what ways do teachers and students report that a new intervention can be improved?

The utility of answering each of these types of research questions varies depending on the circumstances of the research context. Answering knowledge-base questions can, for example, help a practitioner, or a group of practitioners, find out what are the current views about best practice. Also, answering knowledge-base questions by conducting a literature review can help clarify what are the unanswered questions that are of import to the research community. On the other hand, answering empirical questions can help add to the knowledge base when there is no existing knowledge or when the existing knowledge is inadequate or in doubt. As I explain later, the choice of an empirical question is often predicated by the answer to a knowledge-base question. In addition to the distinction between knowledge-base questions and empirical research questions, a distinction can also be made between structural and procedural research questions (Stake, 1995).

To add clarity, specificity, and manageability to the general research question, it can be broken down into its structural components. For example, the general research question “What is the essence of the experience of sense of community in online courses?” could be broken down into the following structural subquestions by the issues, or structures, that are implied in the general research question:

- What do teachers experience in terms of the phenomenon of sense of community in online learning?
• What do students experience in terms of the phenomenon of sense of community in online learning?

• What medium-related contexts influence stakeholders’ experience of community in online learning?

In others words, structural subquestions unpack the salient issues in a general research question.

In addition to unpacking research questions by issue, Stake (1995) suggested that research questions can also be unpacked by the research procedures to be used. For example, if one were using a phenomenological procedure to answer the general research question “What is the essence of the experience of sense of community in online courses?” the following procedural subquestions, which align with the steps in phenomenological research, might be asked:

• What statements describe teachers’ and students’ experiences of sense of community?

• What meanings can be inferred from these statements?

• What themes emerge from these meanings?

• What are the contexts of and thoughts about the experiences of sense of community?

In short, procedural subquestions unpack an overall research question by breaking it down into the research procedures that will be used.

By breaking down the overall research question into procedural or structural subquestions, the research process and research reporting process become clearer and more manageable. For example, the researcher can rely on the procedural subquestions to naturalistically guide the research process. Also, one often-used method of structuring the discussion section is to organize it by research subquestions. In each section of the discussion, the author answers a research subquestion by referring to the findings of the results section, relating those findings to the previous research, and explaining how those findings help resolve the research problem – the topic of the following section.

The Research Problem

My dissertation supervisor was fond of the maxim – “a lack of aspirin doesn’t necessarily mean that there is a headache.” Applying this notion to research, his point was that a lack of research does not necessarily mean that there is a need for research; research needs to be rationalized by both a need for and a lack of research on that topic. It is the research problem that demonstrates the need.
In this section, I make a distinction among three types of research problems in educational technology: the scholarly research problem, the evaluation problem, and the development problem. These types of research problems correspond with the different purposes of educational technology research and their associated traditions, which are discussed in the next section.

The scholarly research problem, “the intellectual quandary, dissonance, or perplexity” (Office of Research Services, 2007, p. 2) differs whether it is an applied or basic research problem, as explained below:

In applied research, the problem [is based on a] need, which may be based on a public policy to be fulfilled or examined and/or on data indicating some shortcoming in educational or psychological services. The need is not, however, the problem. Any one need may be the basis for a number of different research problems, depending upon the research evidence that is available and judgments about how to best address the need. For example, the need to avoid the erroneous placement of bilingual minority students in special education classes might lead to research on the sensitivity of school personnel to cultural influences on their decisions about students, on the evidence for the validity of the instruments used to classify bilingual students, or on the extent and nature of parental involvement in classification decisions. In basic research, the assumed need is for adequate knowledge, and reference to public policy or needs data is usually not necessary. (p. 2)

The most frequently seen types of educational technology research problems (or the needs upon which they are based), which are implied by the major educational technology research questions that I discuss later, include:

- a disconnect between how educational theory informs technologies for education, and vice versa;
- a need for information about the best methods for educational technology research and development;
- a need for information about the best methods to implement and improve the utility of technological innovations;
- a need for information about the effectiveness of certain kinds of technological interventions; and
- a need for information about what factors moderate the effectiveness of certain kinds of technological interventions.

Compared to scholarly research problems, some other types of research problems, which I refer to here as evaluation problems, are local in scope. For example, an educational organization might have a need to respond to a local problem within their organization – perhaps there is a high degree of student attrition that needs to be reduced, a need to determine if a certain distance education program should
be continued or abandoned, or a need to determine if a program had been implemented as promised. Evaluation problems are typically articulated by program stakeholders.

**Development problems**, as the names suggests, concern the development of interventions or a lack of knowledge about how to best develop those interventions. For example, much of the field of educational technology deals with developing new or adapting existing technological interventions to solve current educational problems.

The purpose of educational technology research; whether it is scholarly, evaluative, or developmental; is to solve the types of problems mentioned above. In the next section, I discuss these different research purposes and the traditions with which they are usually associated.

**The Purposes and Traditions of Educational Technology Research**

Typically, research in educational technology is conducted for one or more of the following purposes:

1. to answer questions that are important for the development of an educational intervention;
2. to answer questions that are important to local stakeholders to improve, come to understand, or assign value to a program; or
3. to answer questions that are important to the scientific community.

While it is often difficult to draw clear lines between these purposes, determining the primary reason for conducting research is helpful in understanding methods choice. The research traditions that correspond primarily with the purposes of research listed above are (1) design-based research, (2) evaluation research, and (3) education research, respectively.

It is important to note that research traditions can easily overlap one another. For example, findings generated from the questions of local stakeholders might provide important insights for a scientific theory; similarly, findings from basic research might serve as a starting point for the development of an educational intervention. In the sections below, I go into more detail about each of these research traditions.

**The design-based research tradition.** A research tradition that has gained much credibility over the past few years and that works well for developing educational activities or tools is design-based research, which “blends empirical educational research with the theory-driven design of learning environments” (Design-Based Research Collective, 2003, p. 5). According to the Design-Based Research Collective (2003), the five characteristics of design-based research are:
First, the central goals of designing learning environments and developing theories or “prototheories” of learning are intertwined. Second, development and research take place through continuous cycles of design, enactment, analysis, and redesign.... Third, research on designs must lead to sharable theories that help communicate relevant implications to practitioners and other educational designers. Fourth, research must account for how designs function in authentic settings. It must not only document success or failure but also focus on interactions that refine our understanding of the learning issues involved. Fifth, the development of such accounts relies on methods that can document and connect processes of enactment to outcomes of interest. (p. 5)

As shown above, design-based research has many characteristics, the most distinctive being its “continuous cycles of design, enactment, analysis, and redesign.” In the traditional research framework, summative, generalizable, and rigorous studies are valued; however, because those types of studies are long and resource intensive, they are not feasible for the initial development of an intervention. Instead, in design-based research, numerous rapid and flexible investigations are conducted to determine how to improve an intervention. After the intervention has been perfected through many cycles of design and testing, only then does it makes sense to conduct a summative, large-scale, and resource-intensive study. What is more, design-based research is an exploratory sort of activity and, as such, can lead to insights about theories that can be later tested using confirmatory measures. In the basic form of design-based research, no particular set of methods is prescribed; the appropriate method is the one that leads to the type of information that is needed to refine the intervention.

A popular manifestation of design-based research is Bannan-Ritland’s (2003) Integrative Learning Design Framework (ILD). Figure 2 shows the phases in the ILD framework and how they compare with the phases of other design traditions, such as instructional design (Dick & Carey, 1990), product design (Urlich & Eppinger, 2000), usage-centered design (Constantine & Lockwood, 1999), diffusion of innovations (Rogers, 1995), and education research (Isaac & Micheal, 1990). The ILD framework begins with an informed exploration phase that includes problem identification, a literature survey, problem definition, a needs analysis, and audience characterization. The next phase, enactment, includes researching the initial intervention design, creating a prototype, and then developing a fully detailed intervention. The next phase involves iterative cycles of pilot testing and refinement of the intervention. Bannan-Ritland describes the activities within this phase as formative testing, theory/system refinement, implementation, and evaluation. Note in Figure 2 how later stages can loop back to earlier stages in the ILD framework. For example, the results of an evaluation might indicate that the intervention needs to be redesigned. After another cycle of implementation and evaluation, it could be determined whether the refinement of the intervention had its desired effect. The final phase of ILD, evaluation of the broader impact, has to do with the dissemination, adoption, adaptation, and summative evaluation of the intervention.

Two helpful resources for design-based research are the Design-Based Research Collective’s website (n.d.) and Kelly (2003). In the Design-Based Research Collective website (n.d.) one can find links to seminal writings on design-based research and links to various other design-based research resources. Kelly (2003) edited a
special issue of *Educational Researcher* that contains a selection of articles that provide a thorough overview of the design-based research tradition.

**The evaluation tradition.** Three purposes are generally assigned to evaluation. Similar to design-based research, one purpose of evaluation research is to collect data that can be used to improve an intervention (formative evaluation). Another purpose is to collect data that can be used for decision-making or assigning value to a program (summative evaluation). Yet another purpose is to make sense of a program (Mark, Henry, & Julnes, 2000). Regardless of the specific purpose of evaluation, evaluation research answers questions that are primarily of interest to local stakeholders.

There are a variety of evaluation traditions to choose from, but a standard method for conducting an evaluation consists of the following steps:

- Develop a conceptual model of the program and identify key evaluation points,
- Develop evaluation questions and define measurable outcomes,
- Develop an evaluation design,
- Collect data,
- Analyze data, and
- Provide information to interested audiences (Frechtling, Frierson, Hood, & Hughes; 2002, p. 15).

There are many good resources for evaluation research. For example, the U.S. National Science Foundation has created a series of useful, free, and practitioner-oriented evaluation handbooks. The latest in the series is Frechtling, Frierson, Hood, and Hughes’s (2002) *The User-Friendly Handbook for Program Evaluation*. It provides an overview of the types of evaluation, the steps involved in conducting an evaluation, an overview of quantitative and qualitative methods, and a section on strategies for culturally responsive evaluation. Other handbooks in this series include *The User-Friendly Handbook for Program Evaluation: Science, Mathematics, and Technology Education* (Frechtling, Stevens, Lawrenz, & Sharp, 1993) and *The User-Friendly Handbook for Mixed Methods Evaluation* (Frechtling & Sharp, 1997). Seminal books in evaluation research include Herman (1987); Mark, Henry, and Julnes (2000); Patton (1990); Preskill and Torres (1999); and Weiss (1998).

**The education research tradition.** The final tradition I deal with here is the education research tradition. While design-based research and evaluation research may indeed be types of research on education, I have chosen to use the term education research to refer to research that answers questions that are of interest to the education research community. Although design-based research and evaluation research can do much to answer the questions of the scientific community, that is not their primary function.
There is no shortage of high quality books and resources on the practice of education research. They are too numerous to describe here, but I do recommend Gall, Borg, and Gall (1996) as an introductory guide to the multifaceted literature on education research.

The State of the Previous Research

For many reasons, becoming familiar with the state of the previous knowledge on a research topic, by doing a literature review, is a critical factor in one's formulation of a research question. First, conducting a literature review or needs analysis makes it possible to determine how answering one's research question will contribute to pre-existing knowledge. The American Education Research Association (2006) suggests that research can contribute to knowledge in the following ways:

- It can contribute to an already established theory or line of empirical research,
- It can help establish a new theory,
- It can meet a practical need, or
- It can make up for a lack of needed information about a problem or issue. (p. 34)

For example, the literature review should make it possible to determine whether there are established theories already and to what degree they have been substantiated. Or, from an empirical research point of view, a literature review can show if the key elements or variables have been identified, whether the associations between those elements are understood, and whether the causal mechanisms underlying the phenomenon have been identified. At any rate, these aspects about the state of the previous research will have considerable impacts on the focus of the current research. In some sense, the literature review is the mother of the research question.

Second, the literature review provides a basis for comparing and contrasting current findings with previous findings. Comparing and contrasting current findings with previous finding helps build an evidence base, puts the current study in context, and helps establish the degree to which a finding holds true over different participants, treatments, outcomes, and settings. Comparing and contrasting current and previous findings also give the current findings more meaning.

Finally, finding out about the previous research on a topic can help researchers locate themselves in what I call a research family and get a clear picture of how their research fits into a research lineage. By research family, I mean the individual researchers or groups of researchers that investigate the same topic. By understanding how one fits into a research family, it is easier to understand what Becher (1989) calls the tribes and territories of one’s field. By research lineage, I mean the historical line of research on a particular topic. By understanding the history of research
on a topic, researchers can appreciate how their research fits into that history, identify what is needed at the present, and predict what will be needed in the future. For this, Creswell (1994) suggests making a research map – a visual representation of how one’s research fits in with the previous literature – to understand one’s research lineage. An example of an outstanding research map, which was created by a PhD candidate in the field of computer science and digital information, is presented in Figure 3. It shows the relationships among the previous research studies and the relationships between the previous research and the various needs that the PhD candidate’s proposed research is meant to address.

Figure 3. Example of a research map. By F. Girardin, 2007. Copyright 2007 by F. Girardin. Reprinted with the permission of the author.

The Five Major Categories of Educational Technology Research Questions

In the sections above, I discussed, in general, the factors that go into choosing research questions. In the section below, I discuss what types of research questions those factors tend to yield in the field of educational technology. Here I used an empirical approach to identify the major categories of research questions in educational technology, between and within the design-based, evaluation, and education research traditions. With hope, identifying and describing the categories of questions that are often seen in educational technology research will help add clarity to the debate about which methods are appropriate for answering these kinds of research questions.
Design-based research questions. The Design-Based Research Collective (2003, p. 5) has given some suggestions for the categories of research and development questions that are of critical importance. The list below summarizes the major research and development questions mentioned there.

1. Research questions that deal with the development of theories or “prototheories” of learning.
2. Research questions that deal with the interactions of an intervention and the authentic setting.
3. Research questions that deal with how an intervention causes the desired outcomes.
4. Development questions that deal with how an intervention can be improved.

In terms of Bannan-Ritland's Integrative Learning Design Framework (2003), these categories of research questions mentioned above take on specific meanings through the steps in the informed exploration stage. Those steps are problem identification, literature survey, problem definition, needs analysis, and audience characterization.

Evaluation questions. Remember that one of the primary purposes of evaluation research is to answer questions that are important to program stakeholders. So, it is no surprise that questions in evaluation research come from people who are involved in a program or intervention. Typically, evaluation questions are generated in two phases – a divergent question phase and a convergent question phase. In the divergent question phase the evaluator collects an unedited list of research questions from the people involved in the program – for example, from the administrators, practitioners, and clients. In the convergent phase, the evaluator and sometimes the stakeholders decide which of the questions from the divergent list need to be answered first and which can be answered later.

Because there has been no review of the questions in educational technology evaluation reports, a lateral review of the questions in computer science education evaluations might provide some insight into the categories of questions that educational technology evaluators strive to answer. I make the assumption here that the body of computer science education research is more or less generalizable to the body of educational technology research for two reasons: first, because so much emphasis is put on educational technology research and development in the field computer science education and, second, because the two fields exhibit many similarities in the quantity and quality of research methods used (see Randolph, 2007a).

In Randolph (2007b), I conducted a review of 29 Kindergarten through 12th grade evaluation reports of computer science education programs that had been published before March 2005. I inferred the evaluation questions from those evaluation reports. For example, if an evaluator had examined student achievement as an outcome, then I assumed that at least one of the evaluation questions had to do with
the ability of the program to bring about student achievement. The factors that were examined are equally telling. For example, if gender had been examined as a factor, then I assumed that there was an evaluation question about whether the program had a differential effect for male or female participants. At any rate, Table 1 shows that the outcomes that the evaluation questions most often dealt with, in decreasing order of frequency, were attitudes, enrollment, and achievement in core courses and that the interaction factors that were examined most often were gender, aptitude, and race/ethnic origin.

Table 1. The Question Topics in K-12 Computing Education Program Evaluations.

<table>
<thead>
<tr>
<th>Question #</th>
<th>Question topic</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outcome (out of 67 outcomes in 19 cases)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Stakeholder attitudes</td>
<td>17 (25.4)</td>
</tr>
<tr>
<td>2</td>
<td>Enrollment</td>
<td>13 (19.4)</td>
</tr>
<tr>
<td>3</td>
<td>Achievement in core subjects</td>
<td>14 (20.9)</td>
</tr>
<tr>
<td>4</td>
<td>Computer science achievement</td>
<td>9 (13.4)</td>
</tr>
<tr>
<td>6</td>
<td>Teaching practices</td>
<td>5 (7.5)</td>
</tr>
<tr>
<td>7</td>
<td>Intentions for future CS jobs/courses</td>
<td>3 (4.5)</td>
</tr>
<tr>
<td>8</td>
<td>Program implementation</td>
<td>2 (3.0)</td>
</tr>
<tr>
<td>9</td>
<td>Costs and benefits</td>
<td>2 (3.0)</td>
</tr>
<tr>
<td>10</td>
<td>Socialization</td>
<td>1 (1.5)</td>
</tr>
<tr>
<td>11</td>
<td>Computer use</td>
<td>1 (1.5)</td>
</tr>
<tr>
<td><strong>Factors (from 19 cases)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Gender</td>
<td>3 (15.8)</td>
</tr>
<tr>
<td>13</td>
<td>Aptitude</td>
<td>3 (15.8)</td>
</tr>
<tr>
<td>14</td>
<td>Race/ethnic origin</td>
<td>5 (26.3)</td>
</tr>
</tbody>
</table>

* More than one factor was possible per case. From “A Methodological Review of Program Evaluations in K-12 Computer Science Education,” by J. J. Randolph, 2007, manuscript submitted for publication.

Education research questions. In this section, I present the categories of research questions that have been of import to the educational technology community over the last ten or fifteen years. With hope, examining these questions of the past can help give more meaning to the research questions of the present.
In Tables 2 through Table 4, I summarize the results of three empirical reviews of
the questions asked in educational technology research articles (Burghar & Turns,
1999a; Burghar & Turns, 1999b; and Burghar & Turns, 2000). In those reviews,
Burghar and Turns used an emergent coding technique to create an initial set of
research question categories from all the articles published over a two to four year
time period from three major educational technology forums – the proceedings of
Frontiers in Education (FIE), Educational Technology Research & Development
(ETR&D), and Human-Computer Interaction (HCI). Articles published between
1997 and 1999 were selected from FIE and ETR&D; articles published between 1995
and 1999 were selected from HCI.


<table>
<thead>
<tr>
<th>Question #</th>
<th>Question category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What techniques can be used when designing technology-oriented distance learning applications?</td>
</tr>
<tr>
<td>2</td>
<td>What techniques can be used when designing educational technology applications?</td>
</tr>
<tr>
<td>3</td>
<td>How can educational technology be implemented?</td>
</tr>
<tr>
<td>4</td>
<td>How do students interact with educational technology?</td>
</tr>
<tr>
<td>5</td>
<td>How can educational technology support collaboration?</td>
</tr>
<tr>
<td>6</td>
<td>How can we assess student learning?</td>
</tr>
<tr>
<td>7</td>
<td>How can we assess the effectiveness of educational technology?</td>
</tr>
<tr>
<td>8</td>
<td>How have instructors at other locations used technology in the teaching of a particular subject?</td>
</tr>
<tr>
<td>9</td>
<td>What applications have other instructors designed to teach their subjects?</td>
</tr>
</tbody>
</table>

*Note. The information here is summarized from J. Burghar and J. Turns, 2000.*


<table>
<thead>
<tr>
<th>Question #</th>
<th>Question category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>How can we theoretically understand educational technology?</td>
</tr>
<tr>
<td>2</td>
<td>How can theory be applied to educational technology?</td>
</tr>
<tr>
<td>3</td>
<td>What are the effects of a given technology on practice?</td>
</tr>
<tr>
<td>4</td>
<td>What factors affect the implementation of a technology?</td>
</tr>
<tr>
<td>5</td>
<td>How can the development process be improved?</td>
</tr>
</tbody>
</table>

*Note. The information here is summarized from J. Burghar and J. Turns, 1999a.*
Table 4. **Major Categories of Research Questions from HCI (1995–1999).**

<table>
<thead>
<tr>
<th>Question #</th>
<th>Question category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What methods can researchers use as they explore a design context?</td>
</tr>
<tr>
<td>2</td>
<td>How can user tasks be modeled and analyzed?</td>
</tr>
<tr>
<td>3</td>
<td>How can developers integrate users into their designs?</td>
</tr>
<tr>
<td>4</td>
<td>How do we characterize and design for group processes?</td>
</tr>
<tr>
<td>5</td>
<td>How do users interact with hypertext?</td>
</tr>
<tr>
<td>6</td>
<td>What can we learn about a task by studying users with varying levels of experience?</td>
</tr>
<tr>
<td>7</td>
<td>How can interface modalities be tailored to meet user needs?</td>
</tr>
<tr>
<td>8</td>
<td>How can the development process be improved?</td>
</tr>
<tr>
<td>9</td>
<td>How can user cognitive activity be represented in models and theory?</td>
</tr>
</tbody>
</table>

*Note. The information here is summarized from J. Burghar and J. Turns, 1999b.*

### Comparing and Contrasting Questions across Forums and Traditions

Several differences across the research questions between forums and research traditions exist. First, evaluation questions tend to center more on program effectiveness and its moderators than the research questions in design-based research or in forums like FIE, HCI, or ETR&D, whose questions deal more with methodological and theoretical issues within their fields. Second, the questions in HCI seem to be more specific than the questions in design-based research or in educational technology forums like FIE or ETR&D. For example, in ETR&D a major question is “What factors affect the implementation of a technology” whereas in HCI that question is usually broken down into its sub questions – for example, “How can interface modalities be tailored to meet user needs?” Third, it appears that the questions in ETR&D are more theoretical in nature than the questions in other forums. Two out of five question types in ETR&D deal with theory – “How can we theoretically understand educational technology?” and “How can theory be applied to educational technology?”

While there are some differences in research questions across the traditions and forums, nonetheless, there is enough similarity that overall categories of research questions across traditions and forums clearly emerge. By synthesizing the questions across the different reviews of research questions presented earlier (i.e., Design-Based Research Collective, 2003; Randolph, 2007b; Burghar & Turns, 1999a, 1999b, and 2000), it appears that the questions in educational technology can be grouped into five major categories. The evidence table (Table 5) below shows the major types of educational technology research questions and the sources of the sub questions on which they were based.
Table 5. The Five Major Categories of Educational Technology Research Questions.

<table>
<thead>
<tr>
<th>Category</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questions about theories and practice</td>
<td>Burghar &amp; Turns (ETR&amp;D), 1999a, questions 1 &amp; 2</td>
</tr>
<tr>
<td></td>
<td>Burghar &amp; Turns (HCI), 1999b, question 9</td>
</tr>
<tr>
<td>Questions about research &amp; development</td>
<td>Burghar &amp; Turns, (ETR&amp;D), 1999a, question 5</td>
</tr>
<tr>
<td>methods</td>
<td>Burghar &amp; Turns (HCI), 1999b, questions 1, 2, 3, &amp; 8</td>
</tr>
<tr>
<td></td>
<td>Burghar &amp; Turns (FIE), 2000, questions 1, 2, 6, &amp; 7</td>
</tr>
<tr>
<td>Questions about technology</td>
<td>Burghar &amp; Turns (FIE), 2000, question 3</td>
</tr>
<tr>
<td>implementation</td>
<td>Randolph, 2007b, question 7</td>
</tr>
<tr>
<td>Questions about the effectiveness of an</td>
<td>Burghar &amp; Turns, (ETR&amp;D), 1999a, question 3</td>
</tr>
<tr>
<td>intervention</td>
<td>Burghar &amp; Turns (HCI), 1999b, question 5</td>
</tr>
<tr>
<td></td>
<td>Burghar &amp; Turns (FIE), 2000, questions 4</td>
</tr>
<tr>
<td></td>
<td>DBRC, 2003, questions 3 &amp; 4</td>
</tr>
<tr>
<td>Questions about the factors that moderate</td>
<td>Randolph, 2007b, questions 1 through 10</td>
</tr>
<tr>
<td>the effectiveness of an intervention</td>
<td>Burghar &amp; Turns, (ETR&amp;D), 1999a, question 4</td>
</tr>
<tr>
<td></td>
<td>Burghar &amp; Turns (HCI), 1999b, questions 4, 6, &amp; 7</td>
</tr>
<tr>
<td></td>
<td>Burghar &amp; Turns (FIE), 2000, questions 5, 8, and 9</td>
</tr>
<tr>
<td></td>
<td>DBRC, 2003, question 1</td>
</tr>
<tr>
<td></td>
<td>Randolph, 2007b, questions 11, 12 and 13</td>
</tr>
</tbody>
</table>

Note. DBRC = Design-Based Research Collective. The question number refers to the question # columns in Table 2 through Table 4.

Questions about theory and practice. These types of questions deal primarily with how educational and psychological theories can inform educational technology practice and how educational technology practice can inform those theories. These types of questions also include theoretical questions about the disciplinary identity of educational technology. Two hypothetical questions in this category are given below:

- How has the theory of active student response been implemented in educational technology interventions?
- Do educational technology interventions that include active student response lead to increased academic performance, as the theory suggests?
Questions about research and development methods. These types of questions deal primarily with the conduct of educational technology research and development. They deal with the methods that can be used for conducting educational technology research and development and how those methods could be improved. Three hypothetical examples of research questions in this category are provided below:

- What research methods do educational technology researchers tend to use?
- Under what circumstances do they use those methods?
- What are the strengths and weaknesses of using those methods under a variety of different research situations?

Questions about the implementation of technology. Two of the reviews presented here involved sub questions that deal with the implementation of technology. Some hypothetical examples in this question category are given below:

- What factors help increase the likelihood that a teacher will adopt an educational intervention?
- What factors help increase the likelihood that a student will adopt an educational intervention?

Questions about the effectiveness of a technological intervention. This group of questions includes formative questions about how to improve an existing technology and summative questions about how well an existing technology works in effecting a given outcome. Some hypothetical examples in this question category are given below:

- Does our educational technology intervention cause increased academic achievement?
- Does educational intervention X or Y lead to greater academic achievement?

Questions about factors that moderate the effectiveness of a technological intervention. While the previous group of questions deals with the main effects of a technological interaction, this group of questions deals with the factors that moderate the effectiveness of an intervention. Some of the factors that are examined in these questions deal with group versus individual learning, the academic subjects involved, the type of technological intervention used, the setting of the instruction, the level of previous experience, gender, age, and so on. Some hypothetical examples in this question category are given below:
• Do students who have more previous experience with computers gain more from using the educational technology intervention?

• Do the previous results concerning an intervention generalize when the intervention is used in a different setting?

Some Caveats

These categories of research questions come from articles that were written between 1995 and 2005; therefore, they reflect the state of research between 2 and 12 years ago. Naturally, the field will have progressed and some of these categories of research questions will have changed. Some of the questions will have been answered and new questions will have replaced them. These categories of research questions are only meant as a guide for situating and evaluating a set of current research questions by examining the research questions and traditions of the past.

Factors That Influence How a Research Question is Answered

Earlier I identified some of the factors that were critical in formulating a research question. Those factors included (a) the research problem, (b) the purposes and associated traditions of the research, and (c) the state of the previous research. I also identified the general types of question topics being asked in educational technology research. In this section, I discuss the factors that are important to consider when choosing methods to answer a research question once it has been formulated. Those factors include (a) the methods used in the previous research, (b) the research act implied in the questions, (c) and some salient dimensions in methods choice, such as the level of accuracy, utility, propriety, and feasibility of an investigation.

It is important to note that the factors that influence the formulation of a research question interact reflexively with the factors that influence the methods used to answer that question. For example, one might have to modify a research question if it is not feasible or if it can only be answered through an investigation that causes excessive harm to participants. While it is true that the nature of the research question implies what type of research methods are appropriate, the factors that influence how research can be carried out can limit the type and scope of research questions that can be answered.

The Methods Used in the Previous Research

The research methods and procedures used in previous research can be an invaluable guide to designing research. The previous research will show which methods have worked well in the past and which have not worked so well, which variables are important to examine and which can be left out, and what contextual and environmental factors need to be taken into account. What is more, if it is important to accumulate evidence in a field, then a researcher might want to use the methods that were used in the past so that it is easier to make comparisons across studies. Finally, a researcher may decide to make a contribution to the field by investigating
a topic using a method that has not been used before. Anyway, one has to be knowledgeable about a tradition in order to break with it. After all, “the accumulated past is life’s best resource for innovation” (Brand, 1999, p. 15).

**Research Acts Implied in the Research Question**

In order to be able to link research questions to research methods it might be helpful to review the categories of research acts (i.e., the types of actions one takes while doing research) that are implied by the research question. Some authors call these the *purposes of research*, but I call them acts here to not confuse them with the research purposes mentioned earlier (i.e., developing an intervention, answering local questions, or answering questions that are important to the scientific community).

Several authors have put forward suggestions on what are the research acts in social science research. These include Gall, Borg, and Gall (1996), Jarvinen (2000), Mark, Henry, and Julnes (2000), Shadish, Cook, and Campbell (2002), Stokes (1997), and Yin (2003). However, I have found it helpful to use the following categories of research acts to describe the kinds of activities that researchers do and the kinds of research questions they ask. Those categories are *identification*, *description*, *comparison*, *correlation*, *experimentation*, and *explanation*.

In some sense these research acts, from identification to explanation, are linear in their degree of ability to explain causal mechanisms. For example, one has to identify a causal factor to be able to explain how it works in a causal model. However, that linearity does not mean that one type of research act necessarily needs to precede another type of research act. For example, one does not necessarily need to do experimentation or correlation to make a causal explanation. And, it does not mean that one cannot switch back and forth repeatedly between research acts. For example, in grounded theory research one iterates between cycles of identification, description, and explanation to arrive at a theory based on the data gathered.

*Identification*. The first research act, which could just have easily have been labelled exploration or orientation, deals with becoming aware of a phenomenon, its contexts, and its constructs. For example, in order to create a quantitative survey to measure the degree of users’ reactions to a new technological innovation, first one would have to identify the types of reactions that one wants to measure. Similarly, in qualitative research one might first have to establish that a phenomenon exists before describing the attributes or elements of that phenomenon. Identification is often the purpose of quantitative correlational research approaches and in many qualitative research approaches.

*Description*. One might use quantitative or qualitative description to describe the attributes of a phenomenon that came to light through the act of identification. In qualitative descriptive research, for example, if client satisfaction is identified as an important factor in some phenomenon, then a researcher might do a qualitative study to provide a detailed description of the attributes of client satisfaction. It might turn out that client satisfaction has several sub factors, and the researcher might have to revert to identification to become aware of those sub factors and, then, back to description to describe their attributes. In quantitative descriptive
research, a researcher might give out a survey to measure the degree of satisfaction clients report for each of the sub factors identified earlier.

Research questions that relate to quantitative description often begin with questions phrases such as “How many...”, “What percentage of...”, “How often ...”, and so on. Research questions that relate to qualitative description begin with phrases such as “What kind of ...”, “What are the properties of ...”, “What is the meaning of ...”, “What are the types of ...”, and so on.

Comparison. The next type of research act, comparison, consists of two or more instances of description and an analysis of how those instances of description differ. In the field of educational technology, a researcher might examine how the gaming choices of male students differ from the gaming choices of female students. Research questions that relate to comparison involve differences — for example: “Do expert and novice programmers differ in the way they use algorithm animation software?”

In comparison studies, researchers do not manipulate variables and do not assign participants to treatment or control groups. The point of contrast in a comparison study is usually on some normally nonmanipulable attribute, such as age, mother tongue, gender, or previous experience, and so on. In health research, comparison studies (also called causal-comparative studies or case-control studies) are frequently seen because often it is not ethical or possible to assign people to treatment and control groups. Comparative studies are useful in those cases when the effect is known, but the cause is not known or cannot be manipulated (Shadish, Cook, & Campbell, 2002).

Correlation. Correlation consists of multiple instances of comparison to examine the (co)relationships between variables. For example, an educational technology researcher might be interested in knowing whether the use of a certain feature in a technological intervention is related with an increase in academic achievement. One practical outcome of examining correlations is that, under instance of high correlation, predictions about the behavior of one variable can be made from the behavior of correlated variables. Some examples of correlational research questions follow: “Is there a relationship between the number of hours a day spent watching educational programs and academic achievement?” or “Is there an association between the number of people in an online classroom and attrition?”

One important note is that correlation does not prove causation. Many occurrences are correlated but are not causally linked. Confounding factors can mask an actual association or make it appear that an association exists when one really does not. For example, there is a positive correlation between the sale of cooling fans and drowning deaths, but obviously, one does not cause the other. The confounding factor is that the heat of the summer months is correlated with both an increase in the sale of cooling fans and with the number of people who go swimming (and subsequently drown).

While correlation does not prove causation, it can be an initial clue that a causal relationship exists. The type of research act discussed next, experimentation, can be used to help determine if a causal relationship does indeed exist.
Experimentation (causal description). Shadish, Cook, and Campbell (2002) define an experiment as “a study in which an intervention is deliberately introduced to observe its effects” (p. 13). An educational technology researcher might conduct an experiment, for example, by introducing a new version of a technological tool and comparing the academic results between the phases when the students used the newer version of the tool and the phases when the students used the older version. Experimentation might be thought of as a special case of comparison in which the researcher changes something about a situation and then makes a comparison. Or it might also be thought of a special case of description in which “the consequences attributable to deliberately varying a treatment” (Shadish, Cook, & Campbell, 2002, p. 9) are described. Some examples of experimental research questions follow: “What are the effects of using a virtual data collection tool on the quantity of data that are collected?” or “Does technology intervention X or Y lead to better mathematics achievement?”

While experimental research is prized for its ability for the causal description of phenomena, there are a few important caveats about experimental research and causal claims that need to be mentioned. First, while experimental research can generate information that can help support causal claims, it does not guarantee causal certainty. Experimentation is a means, not an end, to arriving at sound causal claims. Shadish, Cook, and Campbell (2002) stated this point well. They wrote,

> Experiments yield hypothetical and fallible knowledge that is often dependent on context and imbued with many unstated theoretical assumptions. Consequently, experimental results are partly relative to those assumptions and contexts and might well change with new assumptions or contexts....to the extent that experiments reveal nature to us, it is through a very clouded windowpane. (p. 29)

Second, experiments are good at causal description – that is, “in describing the consequences attributable to deliberately varying a treatment” (Shadish, Cook, & Campbell, 2002, p. 9) – but are not so good at causal explanation – that is, in “clarifying the mechanisms through which and the conditions under which [a] causal relationship holds” (p. 9). For example, by flicking a light switch on and off and observing the light going on and off, one could easily use causal descriptive reasoning to conclude that flicking the light switch causes the light to go on or off. But knowing that flicking the light switch causes the light to go on is much different than knowing why or how flicking the light switch causes the light to go on.

Causal explanation. As mentioned above, experimentation produces data that is useful for causal description. Unlike causal description though, which is used for determining that a certain cause leads to a certain effect, causal explanation can be used for explaining why or how a certain cause leads to a certain effect. Causal explanations often come about by examining a phenomenon in great detail.

Coming back to the light bulb example, if the goal were to provide an explanation for why turning on a light switch causes the light bulb to go on, a researcher using causal explanation would look into the walls and examine the wires, bulbs, switches, fuses, circuit breakers, and so on. From that, the researcher could come up with an explanation of how flicking a switch ultimately leads to light being emitted.
from a bulb. By doing pattern matching between what elements theoretically are
needed to make a light bulb work and what elements are actually in place, the rese-
archer could even determine that flicking the switch would turn on the light without
ever having to actually flick the switch.

There have been many useful descriptions of how causal explanation works. Scriven
(1976) describes causal explanation as a research act that uses a *modus operandi*
approach – the same approach that a doctor uses to make a diagnosis or the same
approach that a detective uses to catch a criminal. In short, in the modus operandi
approach an observed pattern (e.g., a set of symptoms that a patient has) is matched
with a known set of patterns (e.g., the set of symptoms associated with a particular
illness). The often heard phrase in criminal investigation programs – this (pattern
of evidence) is consistent with that (criminal phenomenon) – is evidence of the mo-
explanation as a research act that uses physical causal reasoning – the same reaso-
ning that lets physicists predict the movement of objects. By knowing the theories
that underlie physical causes, physicists can make causal explanations of physical
phenomena. However, the theories of human behavior are much different than the
theories of physical motion. Shadish, Cook, and Campbell (2002) describe causal
explanation, not exclusively, as multiple cases of causal description. Whichever cha-
racterization of causal explanation one adopts, the essence is that it allows one to
explain why or how causal systems work.

**Dimensions in Research Acts**

While research acts can be categorized as identification, description, comparison,
correlation, experimentation, or explanation, it is also helpful to consider other di-
mensions – including whether the research adheres to qualitative or quantitative
traditions and the degree to which the research is generalizable, accurate, feasible,
appropriate, and useful.

**General vs. local.** One key dimension in research is to what degree results are local
or general – that is, the degree to which results are generalizable across units, treat-
ments, outcomes, or settings. In some cases it is sufficient to make local conclusions
– that is, conclusions that are meant to be generalized only to local participants,
treatments, outcomes, or settings. For example, in a program evaluation, it is prob-
able sufficient to conduct research that only applies to the program being evalu-
ated because the funders of the evaluation are primarily interested in the results
of their program and not necessarily interested in the results of other programs.
But, stakeholders in similar programs would probably be interested. In most cases
in traditional education research, conclusions have more worth if they are genera-
lizable – that is, if the conclusions apply to other units, treatments, outcomes, or
settings outside of the original setting. In fact, Stanley and Campbell (as cited in
Shadish, Cook, & Campbell, 2002, p. 97) argue that in research on teaching, “gene-
ralization to applied settings of known character is the desideratum.”

**Qualitative vs. quantitative.** Traditionally, some of the research acts described
above have been associated with either qualitative or quantitative traditions. For
example, case study research has traditionally been associated with qualitative re-
search; experimental research has been traditionally associated with quantitative
research. However, there is no reason that either quantitative or qualitative methods could not be used in any of the research acts. Theoretically, one could do an experiment in which only qualitative data were collected. Similarly, one could do a case study in which only quantitative data were collected, as Yin (2003) points out. There is growing support for combining qualitative and quantitative types of data to create a variety of types of evidence to support a claim (Creswell & Plano Clark, 2006; Johnson & Onwuegbuzie, 2004).

Exploration vs. confirmation. Another dimension of research is to what degree the goal is to explore a phenomenon or to confirm (or help disconfirm) a pre-existing hypothesis. In some types of research, like grounded theory, the researcher refrains from making a research hypothesis until the data begins to accumulate. In that type of research, the researcher might have an idea or a topic to explore but does not try to gather evidence for or against any particular proposition. One could say that the exploratory researcher wanders in a specific direction. This type of research is often considered to be useful when there is little or no understanding of a phenomenon or when a line of research gets stuck and new hypotheses need to be generated (Strauss & Corbin, 1990).

In many other types of research the goal is to build evidence to help confirm (or disconfirm) a claim. For example, in hypothesis testing one creates a testable, a priori hypothesis that is usually based on previous research or theory. In this type of research, one arrives at knowledge by positing a variety of hypotheses, testing the validity of those hypotheses, and eventually deciding on which hypothesis of many is the most likely. For example, a researcher might posit from theory or previous research that the method of instruction is more important than the medium of instruction in terms of student academic achievement. The researcher would then conduct an experiment in which evidence could be gathered that would either support or discredit that hypothesis.

Another type of confirmatory research is replication research. In replication research, one replicates another researcher’s investigation to see if the same results generalize across units, treatments, outcomes, or settings. While replication research is not generally given as much value by the scientific community as research that creates new information, replication is nevertheless a cornerstone of science and provides an excellent opportunity for beginning researchers to hone their craft.

In reality, exploratory and confirmatory approaches intertwine. The act of trying to carry out confirmatory research usually brings about new hypotheses about a phenomenon. Exploratory research that keeps ending up at the same conclusion can help build strong evidence for, or against, a claim.

Level of participation. This dimension involves two aspects: (a) how closely researchers become involved in the phenomenon and setting they are studying and (b) how closely the participants in a study become involved in the research process. In some types of research, like ethnographic research, the researcher becomes a part of the community being investigated (see LeCompte & Schensul, 1999). In other types of research there is a strict line between the researcher and participant. Also, in some types of research; like participatory action research or participatory evaluation; the participants collaborate with a researcher or the researcher acts as a facilitator for participants who carry out the brunt of the research (see Reason &
In other types of research, the researcher is the only person who participates in the design, data collection, analysis, and reporting of research. There are many ongoing debates and discussions about the pros and cons of the different degrees of researcher and stakeholder participation, but they are too numerous to go into here.

Accuracy. In some cases, it is necessary for research to have much accuracy; that is, it must produce sound information that is (a) comprehensive, (b) technically adequate, and (c) with judgments that are logically aligned with the data collected (Joint Committee on Standards for Educational Evaluation, 1994). For example, it makes sense to have much accuracy when lives and well-being are at stake or when policies or programs are involved that affect many people or require large amounts of resources. Also, in some cases accuracy is expected as a matter of fact, such as in dissertations or in articles in prominent journals. In other cases, however, less accuracy is acceptable. For example, it would certainly be impractical to conduct a randomized group experiment in every cycle of a design-based research study. Likewise, it would be impractical to spend a large part of an organization’s resources on answering a large set of evaluation questions with much accuracy. Instead, it might be better to focus on answering the most important evaluation questions with more accuracy and answering the less important evaluation questions with less accuracy. Accuracy and feasibility are often tradeoffs.

One aspect of accuracy is reliability – the degree to which measurements are consistent over time, situations, or raters. Having high reliability is important in some types of research and less important in others. For example, high reliability of measurements might be important when creating an instrument to predict success in a graduate program in educational technology, but it would be less important in the early stages of a design-based research study when several informal investigations are being conducted to gain insights into how an intervention can be improved.

Utility. Ideally, research should be “informative, timely, and influential” (Joint Committee on Standards for Evaluation, 1994, p. 4). But, the import given to utility can vary across research traditions. For example, in formative evaluation the goal is to create information that will be used to improve educational programs or policies. The stakeholders need to be able to easily understand and use the evaluation information. In other types of research, like basic research, the utility of the research is expected in the future. Although the utility of basic research is latent, basic research has been shown to be an essential factor in a large proportion of major breakthroughs (Comroe & Drips, 1976). Also, what kind of evidence is considered to be actionable or useful varies across settings and audiences. Remember that the crux of the methods-choices debate is deciding “when, or under what circumstances, various methodologies provide the most useful, or actionable, evidence” (Julnes & Rog, 2007a, p. 2).

Propriety. Propriety, the degree to which the rights of individuals involved in research are protected (Joint Committee on Standards for Educational Evaluation, 1994), is a critical dimension in all types of research. However, different types of research have different types of propriety issues. For example, meta-analytic research – research about research outcomes – generally does not involve propriety issues dealing with the treatment of human participants; however, it does involve other propriety issues involving complete and fair assessment, disclosure of findings,
conflicts of interest, and possible fiscal responsibility. In other types of research, the ethical treatment of human participants is a critical factor in the choice of a methodology. For example, deciding on whether to use a randomized experiment or some other research design can hinge on the ethical issues involved. For example, Boruch (2007) puts forth a set of questions, which follow, to determine if a randomized experiment is ethically justifiable:

- **Is the social problem serious?** If the answer is yes, then consider a randomized trial to evaluate the purported solutions. Otherwise a trial is not worthwhile or ethical.

- **Are purported solutions to the problem debatable?** If the answer is yes, then consider doing a randomized trial. If the answer is no, then adopt the purported solution.

- **Will randomized trials yield more defensible (less equivocal and unbiased) results than alternative approaches to estimating effects?** If the answer is yes, consider mounting a randomized trial. If the answer is no, then rely on the alternative approach.

- **Will the results be used?** If the answer is yes, then consider mounting a randomized trial. If not, forget about the trial, or redesign the randomized trial so that rights are protected. (pp. 56 – 57)

**Feasibility.** Feasibility, the degree to which research does not consume more time, money, or resources than necessary, is also an important consideration in research design. Some research traditions, like design-based research, are based on repeated, rapid cycles of investigation. And, therefore, it would be impractical, if not impossible, to do a randomized trial each iteration. In short, one has to weigh the costs of each type of research design with the benefits that could potentially come about. Also, what may be feasible in one setting might not be feasible in another.

**Conclusion**

In summary, there is no simple answer for which method is most appropriate for a given situation. As discussed above, there are many factors that influence methods choice. There are factors that influence the formation of the research question: (a) the research problem, (b) the purposes of the research and their corresponding traditions, and (c) the state of the previous research. There are also factors that influence how a research question is answered: (d) the research act implied in the questions, (e) the feasibility of the research, (f) safeguards for propriety, (g) the degree of utility needed, (h) the degree of generalizability needed, (i) the degree of stakeholder participation in the research, and (j) the degree of researcher participation in the research setting, among other factors. For each research situation, the researcher must carefully weigh these factors together to finally decide on which research methods to use.
To aid in this process of considering and weighing the methodological factors mentioned here, a list of key questions in educational technology methods choice can be found in the Appendix to this book. With hope, this list of questions will be useful for helping student researchers think through the considerations involved in methods choice and as an instructional aid for those who teach or supervise students of educational technology.
Questions to Consider

1. What are the similarities and differences between design-based research, evaluation research, and education research? In what ways can they be used to inform each other?

2. In this chapter I reported on the types of educational technology research questions that were often asked in the past. What types of educational technology research questions do you think will be asked in the future?

3. Collect a few educational technology research questions. What are the research acts implied in the questions?

4. What is your response to my claim that quantitative or qualitative data can be useful in any of the research acts mentioned above?

5. What do you think are the advantages and disadvantages of a researcher’s being a participant and participants’ being researchers?
Chapter 2

Types of Research Approaches in Educational Technology Research and Development

In the previous chapter, I discussed the factors that influence methods choice in educational technology research. In this chapter, I describe the major types of research approaches that are used in educational technology research and how they relate to the research acts mentioned earlier.

Although there are many ways to categorize research approaches, I have chosen to use an adaptation of the categories presented in Gall, Borg, and Gall (1996) for the quantitative research approaches and Creswell (2007) for the qualitative research approaches.

The quantitative approaches that I discuss are:

- Survey research,
- Causal-comparative research,
- Correlational research, and
- Experimental research.

Also in the section on experimental research I discuss the major threats to internal validity and the basic categories of experimental research designs.

Concerning the types of research approaches typically associated with qualitative data, I discuss the five following major qualitative traditions:

- Narrative research,
- Phenomenological research,
- Ethnographic research,
Although some of these research approaches are used less often in educational technology research than others, I, nonetheless, have included the rarely seen approaches (e.g., narrative research and ethnographic research) here because of their high potential for answering important questions in educational technology research and development.

**Survey Research**

Survey research, whose related research act is attribute description, typically answers questions that deal with the frequencies or proportions in a population. An election poll is an example of survey research. Survey researchers might, for example, be interested in the percentage of people who will vote for a given candidate or the percentage of people who reported being satisfied with a piece of educational software. While questionnaires are common quantitative descriptive research instruments, any type of observational method – from standardized tests to direct observation – can be used to determine frequencies or proportions within a population.

In general, survey researchers either conduct surveys or censuses. In surveys, data are only collected from a representative sample and the results are inferred to the whole population. Surveys are conducted because it is often impractical or impossible to collect data about an entire population. For example, in an election poll, survey researchers might interview a representative set of individuals about how they are going to vote and, if the set is truly representative, the researchers can make a good prediction about how the population is going to vote. In censuses, survey researchers collect information about every individual in the population. For example, the U.S. government conducts a census in which they strive to gather information about every individual living in the United States. However, because of the time and expense involved they only conduct a census once every ten years.

To make a valid inference from a sample to a population, it is critical that the sample be representative of the population. One method that can help achieve the representativeness of the sample is through random sampling – by choosing cases randomly from the population. Random sampling, which is also referred to as random selection, is also a requirement of many statistical tests. Random sampling, however, does not ensure that a sample is representative. It is unlikely, but possible, that a random sample will not constitute a good representation of the population. The more cases that are randomly sampled, in a statistical sense, the more likely it is that the percentages in the sample are near the percentages in the population.

Often it is impractical or impossible to take a random sample so, instead, researchers take a purposive sample of typical cases – sampling in which the goal is to purposefully choose a set of cases that is representative of the population. Basically, one can make an argument for the representativeness of a purposive sample, or any other type of sample, by assessing in what ways the sample is similar to the
population and in what ways it is different (Shadish, Cook, & Campbell, 2002). For example, if a researcher wanted to make an argument that the students in his or her first-year undergraduate computer science class are representative of students in first-year undergraduate computer science classes in general, then that researcher might collect information about the proportion of males to females, the students’ previous experience in computing, their socio-economic status, and so forth, and compare that information with information that is known about the population. If it turned out that the students in the class were all female Harvard students who went to a computer-science-oriented high school, then it might be hard to make an argument that those students are representative of first-year undergraduate computer science students in general.

Besides purposefully sampling typical cases, a researcher might also use other types of purposive samples. For example, a researcher might be interested in extreme cases and purposefully sample the cases that exhibit extreme qualities.

**Causal-Comparative Research**

In causal-comparative research, which is also called case-control research, one typically compares a group to one or more different groups or compares the same group at different times and does not manipulate a variable. For example, a researcher might examine whether male students differ from female students in how they experience community in online courses or the researcher might examine how perceptions of online learning have changed over the years.

Shadish, Cook, and Campbell (2002) argue that causal-comparative research is useful in situations in which an effect is known, but the cause is not known. For example, causal-comparative research might be used to determine what caused students to drop out of an educational program by determining how those who dropped out and those who stayed in the course differed. Causal-comparative research is also useful in those situations where the cause (the independent variable) cannot be manipulated. For example, it is not realistically possible to manipulate a participant’s gender or background. In these situations, comparative research can be used to gather evidence for, or against, a cause-effect relationship between variables; however, it is difficult to establish this causal relationship with any certainty using comparative research.

One problem is that in causal-comparative research it is difficult to rule out all causes other than the one being investigated. For example, imagine that a researcher wants to find out if online learning causes more academic achievement than traditional classroom teaching and suppose that it turns out that students in traditional classrooms have better academic achievement than students in online classrooms. In this case, it would be very difficult to establish that traditional classroom learning caused the better academic achievement because there are so many other factors that could have caused the increased achievement. For example, perhaps it is the case that online learners typically have full-time jobs and cannot devote as much time to study as students who can attend traditional classroom lectures. So, the real cause of the difference in academic achievement could actually be available study time. The crux of the matter is that in causal-comparative research it is exte-
that systematically rules out confounding causal factors.

In longitudinal research, which is appropriate for asking questions about developments over time, there are four types of studies that are often used. In trend studies a researcher chooses the same theoretical sample, but measures the theoretical sample at different times and with different participants. For example, in a trend study a researcher might choose 30 students from the incoming group of first-year computer science students and repeat this every year – e.g., 30 students from all of the computer science students beginning in 2000, then 30 students from all the computer science students beginning in 2001, then 30 students from all the computer science students beginning in 2002, and so on. In this way the researcher could determine if there is a change in the previous computing experience of first-year computer science students over time.

Another type of longitudinal study is the cohort study in which a researcher chooses a different sample at different points in time and the population remains constant. For example, a researcher might choose a different set of 30 students, each year, from the cohort of students who began in 2000. To illustrate, in 2000 the researcher would sample thirty students from the 2000 cohort. In 2001, the researcher would choose another sample of students from the 2000 cohort and in 2002 the research would choose yet another sample of students from the 2000 cohort.

The third type of longitudinal study is a panel study in which a researcher chooses the same set of cases every year. For example, the same set of 30 students who originally had been chosen would be the same set of students who would be chosen every subsequent year.

The final type of longitudinal study is a cross-sectional study in which data are obtained at only point in time, but the cases are chosen from different age groups. For example, in a cross-sectional study one might choose 30 students who started in 2001, 30 students who started 2002, and 30 students who started in 2003 to determine if there is a difference in the cohorts of incoming students over time.

Each of these types of longitudinal research has its advantages and disadvantages. While panel studies are more sensitive to small changes over time than are trend, cohort, or cross-sectional studies, they are more difficult to carry out and there are problems with attrition (i.e., problems with people dropping out of the study) and problems with participants being influenced by repeated measurements. On the other hand, trend cohort, and cross-sectional studies are easier to carry out and do not suffer from attrition or repeated measurement problems; however, they do not lead to data as rich or valid as panel studies.

**Correlational Research**

In correlational research, the researcher is interested in how one or more variables change in relation to how other variables change. For example, a correlational researcher might be interested in whether academic achievement increases, stays the same, or decreases as the amount of dialogue in an online course increases. Besides examining the relationships between two variables, correlational research
can be used for prediction or for examining the relationship between two or more variables with the influence of other variables factored out (e.g., regression analysis; see Cohen & Cohen, 1983), for quantitatively creating or confirming complex causal models (e.g., exploratory and confirmatory factor analysis; see Thompson, 2004), or for classifying data into groups (e.g., cluster analysis; see Romesburg, 2004).

Correlational datasets are often represented in a scatter plot in which data points are plotted on two dimensions. Figures 4, 5, and 6 are examples of scatter plots on which the values on the horizontal axis (x) and the values on the vertical axis (y) are charted together. If two variables increase or decrease together they are said to be *positively correlated* (see Figure 4). If one variable increases while the other decreases, the variables are said to be *negatively correlated* (see Figure 5). And, if the variables tend to be independent, that is if an increase or decrease in one variable is not accompanied by an increase or decrease in another variable, then the variables are said to have no correlation (see Figure 6).

![Figure 4. Scatter plot of a strong positive correlation, \( r = .93 \).](image4.png)

![Figure 5. Scatter plot of a strong negative correlation, \( r = -.91 \).](image5.png)
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Although this book is not meant to be a treatise on statistical practices in the field educational technology, it might be important to note that the most frequently used measure of correlation is the Pearson Product Moment Correlation, which is denoted by an \( r \), and its values range from 1.0 to -1.0. A positive value of \( r \) indicates that there is a positive correlation; a negative value indicates that there is a negative correlation, and a value of zero indicates that there is no correlation. Whether the correlation is positive or negative shows the direction of the correlation. The closer a correlation is to 1.0 or -1.0, the closer it is to being perfectly correlated. When there is a perfect correlation it is possible to know what the value of one variable will be by knowing the value of another. The nearness to 1.0 or -1.0 shows the degree of the correlation.

Figures 4, 5, and 6 have an \( r \) of .93, -.91, and -.02, respectively. So, the scatter plot in Figure 4 shows a very strong correlation in the positive direction, the scatter plot in Figure 5 shows a very strong correlation in the negative direction, and the scatterplot in Figure 6 shows that there is practically no correlation. Since there is practically no correlation in Figure 6, the direction is largely irrelevant.

One note about correlational research, which also applies to comparative research, is that it is very difficult to gather enough evidence to have a high degree of certainty that a causal relationship exists. Correlation does not prove causation. For example, there might be a correlation between variable \( a \) and variable \( b \) because variable \( a \) causes a change in variable \( b \); because variable \( b \) causes a change variable \( a \); or that a third variable, say variable \( c \), is correlated with and causes a change in both variable \( a \) and variable \( b \). On this point, Gall, Borg, and Gall (1996) wrote,

> Correlational coefficients are best used to measure the degree and direction (i.e., positive or negative) of the relationship between two or more variables and to explore possible causal factors. If a significant relationship between variables is found, their causality can be tested more definitely by using [other methods, like the experimental method]. (p. 414)
In the following section, I discuss the experimental method for arriving at causality—by what Francis Bacon called “twisting the lion’s tale” (as cited in Shadish, Cook, & Campbell, 2002, p. 2).

**Experimental Research**

Experimental research is a subset of comparative research in which the researcher manipulates a variable (called the *independent variable*) and determines how changing that variable effects one or more outcome variables (called *dependent variables*). For example, an experimental researcher might implement a new technological tool (the independent variable) in a classroom and then see how the implementation of that tool effects student academic achievement (the dependent variable). The crux of experimental research is that a researcher compares a factual condition (i.e., what happens when the variable is not manipulated—the control or baseline condition) with one or more counterfactual conditions (i.e., what happens when the variable is manipulated—the experimental condition) so that the unique effect of the variable’s manipulation can be measured. An experimental researcher carefully chooses research designs to lessen the threat that something other than the variable being manipulated causes the outcome that is measured. Fortunately, much research has been conducted on these threats that can lead to erroneous causal conclusions. These types of threats are called *threats to internal validity* and are the subject of the following section. Understanding these threats helps makes it possible to understand the rationale for the different types of experimental research designs.

**Major Threats to Internal Validity**

To give meaning to experimental research designs, it is necessary to understand the major threats to internal validity. Remember that experimental research is particularly suited to determining causal relationships, but threats to internal validity are factors that can make it appear that the independent variable is causing a result when in fact it is a different variable or set of variables that is causing the result. In other words, threats to internal validity in experimental research are *hidden causes*. I use an acronym, HARM-ITS, as a mnemonic device to remember the seven major threats to internal validity: *history, attrition, regression to the mean, maturation, instrumentation, testing, and selection.*

*History.* Sometimes an unintended event outside of the experiment can affect the outcomes of an experiment. For example, suppose that there is loud construction work going on in a building where students are taking a test. It might turn out that the construction noise, and not a poorly designed intervention, could be the cause of low test performance.

*Attrition.* Participants have a tendency to drop out of experiments over time. Sometimes the drop out is random and sometimes the drop out is non-random. When the drop out is connected with some factor that could affect the results, then attrition becomes a threat to internal validity. Imagine that there are 30 high-achieving students and 30 low-achieving students in an experiment. Suppose that 20 of the 30 low-achieving students dropped out of the experiment because the intervention
seemed too difficult in the beginning and all of the high-achieving students stayed in the experiment. In this case, the final results would be biased toward the high-achieving students and the outcomes would appear better than they actually would have been if the low-achieving students had stayed in the experiment.

Regression to the mean. To the degree that a measurement is influenced by chance, there is a tendency for an individual who has an extremely high or extremely low score on a first measurement to have a score that is nearer to the mean on the next measurement. This phenomenon is called regression to the mean. Regression to the mean becomes a problem when individuals are selected into an experiment on the basis of a selection test and when that selection test is also treated as a pretest. For example, if a researcher were interested in only investigating high-aptitude students, then he or she might give out an aptitude test (i.e., a selection test) to a diverse set of students to determine which students have high-aptitude and, therefore, are eligible to be selected into the study. Regression to the mean would be a threat if the researcher treated the results of the selection test as if they were the results of a pretest. In this case, for example, if some of the selected students had, by chance, gotten atypically high scores on the joint selection/pretest, their scores on a subsequent measure probably would be nearer to their typical scores (i.e., scores nearer to the mean) just because of regression to the mean. This is because it is statistically unlikely to get atypically high scores just by chance, two times in a row. In this case, regression to the mean would make the intervention look less effective then it actually might be. The way to avoid regression to the mean is to keep the selection and pretest measurements separate. A researcher should give a selection test, select students, then give a separate pretest and posttest.

Maturation. Participants have a tendency to mature and develop over time, regardless of an intervention. For example, it is a fact that as young students progress through puberty and onto adulthood their social skills typically develop. So in an experiment dealing with an intervention designed to increase the social skills of teenagers, then maturation rather than the intervention might be the cause of increased social skills over time.

Instrumentation. When measurement instruments, including human raters, change over time, then the experimental outcome could be the result of the change of the instrument rather than the intervention. Say for example that a pretest turns out to be much harder than a posttest. In that case, a totally ineffective intervention might appear to have been effective, when in reality the difference in difficulties of the two tests was what caused the apparent change between pretest and posttest measurements.

Testing. Sometimes simply the act of taking a test, or being measured, can affect the outcomes of that test or measurement. Organizations who train individuals to take tests capitalize on this fact by having their clients take a test repeatedly. The act of repeatedly taking a test will often cause the results of a test to improve with each repetition.

Selection. The threat of selection occurs when the participants in the experimental and control conditions are not equal to begin with. Say for example that a group of researchers conduct an experiment in which they introduce an educational intervention in one classroom, do not introduce the intervention in a different classroom,
and then measure academic achievement at the end of the year in both classrooms. It might be entirely possible, even probable, that one class had better performance at the beginning of the year and, therefore, that class would be expected to have better scores at the end of the year, regardless of the intervention.

One way to reduce the threat of selection is to randomly assign participants to either control or experimental conditions. Strictly speaking, in experimental research in which there are two or more groups, if there is not random assignment then that type of investigation is called a *quasi-experiment*, not an *experiment*.

There has been an ongoing debate in the education research community about the relative values of quasi-experimental and experimental research (Julnes & Rog, 2007a). Some groups, like the U.S. Department of Education, give funding priority to randomized experiments, which are sometimes considered to be the “gold standard” of research designs. However, in the field of education and educational technology, it is a rare occasion indeed when a true experiment can be conducted. In education, participants often are entitled to self-select their interventions and it is often difficult to ethically justify assigning students to experimental and control groups by chance, especially when the intervention is thought to be effective. Therefore, other groups like the American Education Research Association and the American Evaluation Association argue that carefully conducted quasi-experimental research can lead to results as valid as the results in experimental research. See Julnes and Rog (2007a) for a thorough discussion on this issue.

One way to avoid the threat of selection is to use group experimental designs that include a pretest. Even if there are differences on the pretest, in some cases, statistical techniques (such as ANCOVA; see Stevens, 1999) can be used to artificially adjust for the differences in pretest scores.

**Group Experimental Designs**

There are two basic dimensions to group experimental research designs. There is a within-subjects dimension and a between-subjects dimension. In the within-subjects dimension, the same participants (or participants who are matched) are measured at different points in time. For example, a group of participants might be given a pretest measurement and a posttest measurement. Each participant's pretest data would be compared with his or her own posttest data to determine if the intervention had been effective. In the between-subjects dimension, different groups of participants are measured. For example, a group that received an intervention might be compared with another group who did not receive the intervention. The researcher would then compare the outcomes of one group to the outcomes of the other group to determine if the intervention had been effective. With these two dimensions in mind, it is then possible to make sense out of most of the basic experimental research designs. As I will explain below, some experimental research designs are only within-subjects, some are only between-subjects, and some are a combination of both. The experimental designs that I deal with here are discussed in more detail in Shadish, Cook, and Campbell (2002).

*The one-group posttest-only design.* As the name implies, in this research design there is only one group who is given a test after an intervention has been delivered.
This design is subject to almost all threats to internal validity, because many factors besides the intervention could have caused the outcome. The one-group posttest-only design is only recommended when there is considerable prior knowledge about the dependent variable, so that a comparison can be made between the outcomes of the experiment and the outcomes predicted by previous research or theory (Shadish, Cook, & Campbell, 2002). As I will show in the following chapter, the one-group posttest-only design is common in educational technology research.

One popular, but questionable, variation of this design is to use a retrospective posttest in which participants try to judge how much they learned as a result of the intervention. These types of retrospective reports are however known to be quite biased (Silka, 1989). These retrospective tests might also be thought of as survey research about participants’ self-reports of learning.

The posttest-only design with non-equivalent control groups. In this between-subjects design, the researcher compares the posttest results of an experimental group to the results of a control group. Adding a control group significantly reduces most threats to internal validity. For example, if a history threat were to happen it would probably happen to both groups equally and, in effect, would cancel itself out. Although this design lessens many threats, it is still vulnerable to the threat of selection. The groups may differ initially before the intervention and, therefore, would probably differ even after an ineffective intervention. Adding a pretest measurement is one way to improve on the posttest-only design with non-equivalent control groups.

The one-group pretest-posttest design. This is a within-subject design where one group is given a pretest measurement, an intervention is introduced, then a posttest measurement is given. In this design, selection is not a threat because there is not a control group; each participant acts as his or her own control. History, attrition, testing, regression to the mean, instrumentation, and maturation are the major threats in this design. It can be improved upon by adding a control group.

The untreated control group design with dependent pretest and posttest samples. This design has both within-subjects and between-subjects dimensions. There is a control group and experimental group and there are measures at two or more points in time. Within the groups, the pretest data for each participant is matched with his or her own posttest data. The major advantage of this design is that it combines features of within-subject and between-subject designs and, therefore, greatly reduces threats to internal validity. Also, in some cases it is possible to statistically control for differences between the experimental and control groups.

The list of experimental research designs mentioned above is by no means complete; however, most of the other designs are variations on the ones above. Shadish, Cook, and Campbell (2002) is an excellent resource for those are interested in learning more about experimental research design.

Single-Participant Research

Single-participant research is a type of experimental research in which the emphasis is on the performance of an individual over time rather than on group perfor-
mance. In single-participant research, the researcher takes several measurements of one case over time. Over those time periods, the researcher will alternately implement and withdraw an intervention (or variations of an intervention) and see how the outcome measurements change. For example, a researcher might measure a student’s off-task behavior for five days to establish a baseline, implement an intervention and measure the results for five days, and then withdraw the intervention and see if the results return to the baseline. This type of single-participant design is called an ABA design, where A is a time period when there is no intervention and where B is a time period when there is an intervention. Alternately, a researcher could have a baseline period, introduce the intervention, introduce a variation of the intervention, reintroduce the original intervention again, then withdraw the intervention altogether. This would be classified as an ABCBA design, where C is the time period where the variation of the intervention is introduced.

Typically, single-participant data are analyzed visually. Figure 7 is a graph of hypothetical results from a single-participant ABA design, in which there are five measurements in each phase. Suppose that the result being measured is percent of intervals observed in which a student was exhibiting off-task behavior (e.g., disrupting others). In the initial A phase, the intervals of off-task behavior were high. In the B phase when an intervention was implemented, the intervals of off-task behavior decreased. And, in the final A phase when the intervention was withdrawn, the intervals of off-task behavior decreased again. This high-low-high pattern provides evidence that the intervention worked in decreasing off-task behavior. Single-participant graphs are also useful because they intuitively illustrate variation between measurements and trends over time. Kazdin (1982) is a classic and highly recommended text on single-participant methods.

![Figure 7. Example of a single-participant graph.](image-url)
Single-participant research is well suited for design-based research. First, it does not require many participants, as group experimental research does, but it can generate strong evidence about causal relationships nonetheless. Second, single-participant research is flexible. The researcher can make impromptu variations to the intervention to quickly identify which variations of an intervention work and which do not. The researcher can also make impromptu variations to the environment to see which environmental factors affect the results of the intervention and which do not. One downside though to single-participant research is that it only works in situations where testing is not a threat to validity, since many measurements need to be made. Despite the suitability of single-participant studies in design-based research, it is surprising that single-participant studies are not used more frequently in design-based educational technology research (as I show in the next chapter).

The Five Major Qualitative Approaches

Coming back to the research acts discussed earlier, qualitative methods are ideal for creating thick, rich description (Geertz, 1973). Also, unlike quantitative descriptive research; which involves answering who, what, where, how many, or how much questions; qualitative research often involves how or why questions.

Through thick, rich description qualitative methods can be used alone or paired with other research approaches to help confirm causal conclusions (Mohr, 1999; Yin, 2003). To give an example of pairing research methods, a qualitative study might be initially used to create a theory about a phenomenon and identify the important variables, experimental research could be used to determine if that theory holds up and is generalizable. Or alternately, qualitative research could follow experimental research to help confirm that a causal relationship holds up when examined in detail.

In this section, I discuss the five major approaches to qualitative inquiry, as framed by Creswell (2007). They are narrative research, phenomenological research, ethnographic research, case study research, and grounded theory research.

Narrative Research

Narrative research is suited for situations when it is meaningful to tell the life stories of individuals. From these stories, insights about social phenomena and social meanings can be drawn. A narrative researcher typically collects data about an individual’s life through interviews and documents. The researcher then retells the story and draws meaning and insights from that individual’s life events. In educational technology research one might tell the life story of a teacher and focus on how technology has affected his or her classroom life. Recommended readings on narrative research include Clandinin and Connelly (2000), Czarniawska (2004), and Denzin (1989).
Phenomenological Research

The goal of phenomenological research is uncovering the essence of a lived experience or phenomenon. Phenomenological researchers primarily gather data through interviews with individuals who have experienced a certain type of phenomenon. After bracketing (i.e., revealing) their own experiences about the phenomenon, the researcher picks out meaningful statements from the interview texts, gives meaning to those statements, and then goes on to provide a rich description of the essence of the phenomenon. In educational technology, for example, one might interview people who have participated in online courses and try to gain an understanding of how those people experience the phenomenon of community in online courses. Recommended readings on phenomenological research include Moustakas (1994) and van Manen (1990).

Ethnographic Research

In ethnographic research, the ethnographer strives to describe how a culture-sharing group works and the principles and values that under gird the group’s behavior. Ethnographers tend to spend much time in the field making observations and interviewing the members of the culture-sharing group. In the field of educational technology, one might consider people who regularly participate in role-playing games as a culture-sharing group and, after collecting much detailed information, write a thick and rich description of how the culture-sharing group works and about the values that are shared. Recommended readings on ethnographic research include Atkinson, Coffey, and Delamont (2003), LeCompte and Schensul (1999), and Wolcott (1994, 1999).

Case Study Research

According to Yin (2003), “a case study is an empirical inquiry that investigates a contemporary phenomenon within its real life context, especially when the boundaries between phenomenon and context are not clearly evident” (p. 13). The goals of a case study are to develop an in-depth understanding of a case, or multiple cases, and to gain insight into the interaction between the phenomenon and the case. A case study researcher uses several sources of evidence; such as archival records, direct observation, interviews, and documents; and then analyzes that data though pattern-matching, explanation-building, and addressing rival explanations (Yin, 2003). Recommended readings on case study research include Merriam (2001), Stake (1995), and Yin (2003).

Grounded Theory Research

The goal of grounded theory research is to create a theory that is based on the data collected. According to Creswell (2007) this type of research is appropriate when there is no existing theory or when the existing theories are incomplete. Research questions in grounded theory research concentrate on how a phenomenon was experienced and how the process unfolded. Typically a grounded theory researcher
conducts between 20 and 60 interviews, depending on how long it takes to reach a point of saturation – a point when no new information is gained from collecting more data. The researcher then analyzes these data by first looking for themes (open coding), assembles the data in new ways (axial coding), creates a story line that connects themes, or suggests new hypotheses. The ideal result of a grounded theory study is a substantive theory that explains the phenomenon. Recommended readings on grounded theory research included Charmaz (2006) and Strauss and Corbin (1990).
Questions to Consider

1. How do each of the research approaches presented in this chapter relate to the research acts present in Chapter 1?

2. Would you call a posttest questionnaire in which students are asked to retrospectively judge how much they learned from an educational intervention an example of survey research or an example of one-group posttest-only experimental research?

3. Why is it difficult to establish causality with causal-comparative or correlational research?

4. Why does Francis Bacon describe experimental research as “twisting the lion’s tale”?

5. Which of the research approaches above do you most often associate with educational technology research and development? Why?

6. Do you agree with the U.S. Department of Education’s judgment that randomized experiments are the gold standard of research? Or do you agree with others that research approaches other than randomized experimental research, such as qualitative research or quasi-experimental research, can lead to equally suitable evidence?
Chapter 3

A Meta-Synthesis of Methodological Reviews of Educational Technology Research

Thus far I have discussed the theoretical dimensions that can be used to chart educational technology research. In this chapter, I describe the research methods that educational technology researchers actually use in practice. I also compare those methods with the methods used in traditional education research.

This chapter is intended to serve two purposes. The first is to identify the methods that have been used in the past to inform the research of the present and future. My intention is to identify the strengths and weaknesses of the past research so that the strengths can be built upon and the weaknesses can be remedied. The second is to yield information that can advance the dialogue on educational technology as a discipline.

This chapter is organized around the following questions:

1. What are the meta-categories that can be used to subsume the research categories in other methodological reviews of educational technology research?
2. What are the proportions of quantitative, qualitative, and mixed methods research that educational technology researchers have tended to use?
3. How do those proportions differ over time periods and publication forums?
4. How do those proportions compare to the proportions in the field of education research proper?
5. In what proportions do educational technology researchers choose (a) research approaches, (b) experimental research designs, and (c) measures?
6. How do educational technology researchers tend to report educational technology studies?
7. What suggestions are given for improving educational technology research?
Since there have been many instances of research about research (meta-research) in educational technology already published, in this chapter I will simply concentrate on synthesizing that research. To answer Questions 1, 2, and 3, I will report on a review (Randolph, 2007a) in which I synthesized 13 methodological reviews of the educational technology research. For the answer to Question 4, I rely on Randolph (2007a) and a methodological review of education research proper by Gorad and Taylor (2004). (By education research proper I refer to the education research literature published outside of forums typically associated with educational technology.) Finally, to answer Questions 5, 6, and 7, I rely on a review of educational technology articles published in the proceedings of the International Conference on Advanced Learning Technologies (ICALT) (Randolph et al., 2005). In that the review, the authors reviewed all (126) of the full papers in the proceedings of ICALT 2004 – one of the premier IEEE-sponsored conferences in educational technology.

To answer Questions 5, 6, and 7, I generalize the articles in the proceedings of the ICALT conference to educational technology articles in general. My rationale for making this generalization is that the key variables in the ICALT review match the patterns of other broader reviews within and across fields, as I demonstrate later.

**What are the Meta-Categories that Can be Used to Subsume the Research Categories in other Methodological Reviews of Educational Technology Research?**

Methodological reviews, literature reviews that concentrate on research practice, have been published often in educational technology. Randolph (2007a) conducted an electronic search, hand search, and query to the members of ITFORUM to identify the complete set of those methodological reviews of educational technology. The criteria for inclusion and exclusion are listed below, (from Randolph, 2007a):

- *It was a quantitative review (e.g., a content analysis) of research practices, not a literature review in general or a meta-analysis, which focuses on research outcomes.*

- *The review dealt with the field of educational technology or distance education.*

- *The review was written in English.*

- *The number of articles that were reviewed was specified.*

- *The candidate review’s categories were able to be subsumed under metacategories.*

- *The review’s articles did not overlap with another review’s articles. (When reviews overlapped, only the most comprehensive review was taken.) (p. 21)*

Thirteen methodological reviews of the educational technology literature were identified: Alexander & Hedberg, 1994; Caffarella, 1999; Clark & Snow, 1975; Dick & Dick, 1989; Driscoll & Dick, 1999; Higgins, Sullivan, Harper-Marinick, & Lopez,
1989; Klein, 1997; Phipps & Merisotis, 1999; Randolph, 2007c; Randolph, Bednarik, Silander, et al., 2005; Reeves, 1995; Ross & Morrison, 2004; and Williamson, Nodder, & Baker, 2001. Table 6 shows the research questions that were asked in each of the identified reviews. Five of those reviews (Alexander & Hedberg, 1994; Caffarella, 1999; Driscoll & Dick, 1994; Phipps & Merisotis, 1994; and Ross & Morrison, 2004) were ultimately excluded because they did not meet all of the criteria for inclusion listed above (see Randolph, 2007a, for an explanation). Table 6 shows the research questions that were addressed in each of the previous methodological reviews.

Table 6. Research Questions in Past Educational Technology Methodological Reviews.

<table>
<thead>
<tr>
<th>Review</th>
<th>Overview of research questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexander &amp; Hedberg, 1994</td>
<td>What, and in what proportions, are evaluation models used in evaluations of educational technology?</td>
</tr>
<tr>
<td>Caffarella, 1999</td>
<td>How have the themes and research methods of educational technology dissertations changed over the past 22 years?</td>
</tr>
<tr>
<td>Clark &amp; Snow, 1975</td>
<td>What research designs are being reported in educational technology journals? In what proportions?</td>
</tr>
<tr>
<td>Dick &amp; Dick, 1989</td>
<td>How do the demographics, first authors, and substance of articles in two certain educational technology journals differ?</td>
</tr>
<tr>
<td>Driscoll &amp; Dick, 1999</td>
<td>What types of inquiry are being reported in educational technology journals? In what proportions?</td>
</tr>
<tr>
<td>Klein, 1997</td>
<td>What types of articles and what topics are being published in a certain educational technology journal? In what proportions?</td>
</tr>
<tr>
<td>Higgins et al., 1999</td>
<td>What do members of a certain educational technology journal want to read?</td>
</tr>
<tr>
<td>Phipps &amp; Merisotis, 1999</td>
<td>What are the methodological characteristics of studies published in major educational technology forums?</td>
</tr>
<tr>
<td>Randolph, 2007c</td>
<td>Are the same methodological deficiencies reported in Phipps &amp; Merisotis (1999) still present in current research?</td>
</tr>
<tr>
<td>Randolph et al., 2005</td>
<td>What are the methodological properties of articles in the proceedings of ICALT 2004?</td>
</tr>
<tr>
<td>Ross &amp; Morrison, 2004</td>
<td>What are proportions of experimental designs being used in educational technology research?</td>
</tr>
<tr>
<td>Reeves, 1995</td>
<td>What types of methodological orientations do published educational technology articles take? In what proportions?</td>
</tr>
<tr>
<td>Williamson et al., 2001</td>
<td>What types of research methods and pedagogical strategies are being reported in educational technology forums?</td>
</tr>
</tbody>
</table>

Table 7 shows the forums, the timeframe, and the number of articles reviewed in each review article. As Table 7 shows, the Randolph (2007a) meta-review included reviews of over 905 educational articles, from eight reviews over the past 30 or so years. The forums that were covered in the previous reviews were AV Communication Review (AVCR), Educational Communication and Technology Journal (ECTJ), Journal of Instructional Development (JID), Journal of Computer-Based Instruction (JCBI), Educational Technology Research & Development (ETR&D), American Journal of Distance Education (AJDE), Distance Education (DE), Journal of Distance Education (JDE), and The Proceedings of the International Conference on Advanced Learning Technologies (ICALT). The mixed forum articles were all from one review (Williams et al, 2001). Of the 46 articles reviewed in William et al.

37 originate[d] from refereed journals or conference proceedings and the remainder from academic websites or Government departments.... In particular we drew material from the conferences of the Australasian Society for Computers in Learning in Tertiary Education (ASCILITE) and from the National Advisory Committee for Computing Qualifications (NACCQ). (p. 568)

Table 7. Characteristics of Educational Technology Reviews Included in the Quantitative Synthesis.

<table>
<thead>
<tr>
<th>Review</th>
<th>Forum</th>
<th>Years covered</th>
<th>Number of articles reviewed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clark &amp; Snow, 1975</td>
<td>AVCR</td>
<td>1970-1975</td>
<td>111</td>
</tr>
<tr>
<td>Dick &amp; Dick, 1989</td>
<td>ECTJ</td>
<td>1982-1986</td>
<td>106</td>
</tr>
<tr>
<td></td>
<td>JID</td>
<td>1982-1986</td>
<td>88</td>
</tr>
<tr>
<td>Higgins et al., 1989</td>
<td>ECTJ</td>
<td>1986-1988</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>JID</td>
<td>1986-1988</td>
<td>50</td>
</tr>
<tr>
<td>Reeves, 1995</td>
<td>JCBI</td>
<td>1989-1994</td>
<td>123</td>
</tr>
<tr>
<td>Klein, 1997</td>
<td>TR&amp;D</td>
<td>1989-1997</td>
<td>100</td>
</tr>
<tr>
<td>Williamson et al., 2001</td>
<td>Mixed</td>
<td>1996-2001</td>
<td>46</td>
</tr>
<tr>
<td>Randolph, 2007c</td>
<td>AJDE</td>
<td>2002</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>DE</td>
<td>2002</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>JDE</td>
<td>2002-2003</td>
<td>40</td>
</tr>
<tr>
<td>Randolph et al., 2005</td>
<td>ICALT</td>
<td>2004</td>
<td>175*</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td>905</td>
</tr>
</tbody>
</table>

Across each of the reviews included in Table 7, Randolph (2007a) grouped the research categories used in each review into three meta-categories. The three meta-categories that emerged were quantitative, qualitative, mixed-methods, and other. The other category consisted mostly of papers that did not deal with human participants, such as literature reviews, program descriptions, theoretical papers, and the like. Table 8 shows how each of the article categories was grouped into meta-categories.

Table 8. The Composition of Educational Technology Metacategories.

| Qualitative; critical theory; explanatory descriptive; case studies | Quantitative; experimental/quasi-experimental; quasi-experimental; exploratory descriptive, correlational; causal-comparative; classification; descriptions; experimental research; experimental study; survey research, empirical research; evaluation; correlational; empirical, experimental, or evaluation; quantitative descriptive | Mixed methods; triangulated; mixed | Literature reviews; other; description with no data; theory, position paper, and so forth.; theory; methodology; professional |


What are the Proportions of Quantitative, Qualitative, and Mixed-Methods Research that Educational Technology Researchers Have Tended to Use?

In the previous section, three meta-categories for educational technology research emerged. Figure 8 shows the proportions for each of those categories.
How do those Proportions Differ over Time Periods and Publication Forums?

Figure 9 shows that there is considerable variability across forums in terms of the proportions of quantitative, qualitative, mixed methods, or other categories of articles. For example, it appears that ETR&D (Educational Technology Research and Development) appears to publish papers that do not report on investigations with human participants, while mixed forums tended to publish articles that do report on investigations with human participants.

Figure 10 indicates that there was a spike in qualitative educational technology research in the late 80s. However, the spike drops off rapidly and is replaced with quantitative methods as the 90s draw near. This finding is also consistent with the declining trend in qualitative research in the field of computer science education (see Randolph 2007a). One contradictory piece of evidence is that Caffarella (1999)
found that there was an increasing trend in the proportions of qualitative educational technology dissertations each year from 1977 until 1998.

There is one important caveat about Figure 9 and Figure 10 that should be noted: because of the nature of the methodological reviews included here, time period and forum are confounded (i.e., one cannot separate one from the other). For example, a particular forum may have been sampled more often in a particular time period than other forums, or vice versa. So in reality, it is difficult to say whether it was the time period, forum, or some other confound that was actually associated with the methodology category. However, because the time period trend of a decreasing amount of qualitative research over time (in journals) is consistent with trends in other related fields – like computer science education (see Randolph, 2007a) – the pattern seems to match.


**How do those proportions compare to the proportions in the field of education research proper?**

In this section, I compare the proportions between the fields of educational technology and education research proper. For the field of educational technology research, I use the data from Randolph’s (2007a) synthesis of the methodological reviews of educational technology research that has been discussed in the sections above. For the field of education research proper, I use the data from Gorard and Taylor (2004) who conducted a review of 94 articles – 42 articles from the six issues published in 2001 in the *British Educational Research Journal* (BERJ), 28 articles from the four issues published in 2002 in the *British Journal of Educational Psychology*
(BJEP), and 24 articles from the four issues published in 2002 in Educational Management and Administration. Although their sample was small, they provided additional evidence for the generalizability of their results by collecting data from other sources, such as:

- interviews with key stakeholders from across the education field, including researchers, practitioner representatives, policy makers and policy implementers;
- a large-scale survey of the current methodological expertise and future training needs of UK education researchers; [and a]
- a detailed analysis and breakdown of the 2001 RAE [Research Assessment Exercise, 2001]. (p. 114)

Table 9 shows the cross-tabulations of the number of articles, across fields that dealt with investigations with human participants. It shows that education research proper had about a 30% higher proportion of articles dealing with human participants than educational technology research.

<table>
<thead>
<tr>
<th>Field</th>
<th>Human participants</th>
<th>Total</th>
<th>Percentage yes</th>
<th>Adjusted residual</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ed. tech</td>
<td>494</td>
<td>411</td>
<td>905</td>
<td>54.6</td>
</tr>
<tr>
<td>Ed. proper</td>
<td>79</td>
<td>15</td>
<td>94</td>
<td>84.0</td>
</tr>
<tr>
<td>Total</td>
<td>573</td>
<td>426</td>
<td>999</td>
<td></td>
</tr>
</tbody>
</table>

Note: Ed. tech. = educational technology, Ed. proper = education proper. \(X^2(1, N = 999) = 30.21, p < .000.\)

Table 10 shows the cross-tabulations of the number of articles of each methodology type (i.e., quantitative, qualitative, or mixed-methods) across fields. It appears that there were no practically or statistically significant differences between the proportion of quantitative, qualitative, or mixed-methods articles across fields.
The conclusion I draw here is that educational technology researchers and education researchers proper tend to do the same proportions of quantitative, qualitative, and mixed-methods research. Where they do differ is that educational technology researchers tend to write more articles that do not deal with human participants. Given that educational technology is a field that deals equally with research and development and that two out of the five main questions in educational technology have to do with theoretical and methodological considerations, it is no surprise then that educational technology research articles less often concern investigations with human participants than their counterparts in education research proper.

**In What Proportions do Educational Technology Researchers Choose (a) Research Approaches, (b) Experimental Research Designs, and (d) Measures?**

To answer this question I relied primarily on the data presented in Randolph et al. (2005), which is a methodological review of a census of articles published in the 2004 proceedings of ICALT, the International Conference on Advanced Learning Technologies. I verified the generalizability of these findings by comparing the findings of Randolph et al. with findings from other detailed methodological reviews. For example, Randolph et al. (2005) found that 61% (86 of 141) of educational technology investigations did not deal with human participants. This percentage is practically similar to the percentage (i.e., 54%) found in the Randolph (2007a) synthesis of educational technology methodological reviews. Similarly, Randolph (2007a) found nearly the same proportion (66.2%, or 233 of 352) in a related field – computer science education research. Also, the 2004 ICALT proceedings had a 30.5% acceptance rate, which through personal experience is typical for educational technology conferences. I believe that these similarities give at least some preliminary evidence for the generalization from ICALT papers, and papers from the field of computer science education research, to other papers in educational technology.

In terms of the proportions of research approaches used, Table 11 shows the results from Randolph et al.’s (2005) review of ICALT papers. It shows that experimental
research, quantitative descriptive research (i.e., survey research), and qualitative research (in descending order) are the most frequently used research methods in educational technology research. The one article in the Classification category in the original table was subsumed under the correlational category in the table presented here.

Table 11. Research Approaches of ICALT Articles Dealing with Human Participants.

<table>
<thead>
<tr>
<th>Research approach</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental/quasi-experimental</td>
<td>21</td>
<td>41</td>
</tr>
<tr>
<td>Quantitative descriptive research</td>
<td>13</td>
<td>26</td>
</tr>
<tr>
<td>Qualitative</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Correlational</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Causal-comparative</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>51</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>


Of the 21 articles in Randolph et al. (2005) that used experimental designs, Table 12 shows which and in what proportions the variety of common experimental designs were used. The one-group posttest-only design, the weakest of experimental designs, was used most frequently.

Table 12. Experimental or Quasi-Experimental Designs in ICALT papers.

<table>
<thead>
<tr>
<th>Design</th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-group posttest-only</td>
<td>9</td>
<td>43</td>
</tr>
<tr>
<td>Pretest-posttest, no controls</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>Repeated measures</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>Posttest-only, with controls</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Pretest-posttest with controls</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Single-participant</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>21</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>

Table 13 shows the measures, and their proportions, for the 21 articles, in Randolph et al. (2005) that used experimental designs. The row totals do not sum to 100% because more than one measure could have been used in each article. As Table 13 shows, student surveys, log files, and teacher- or researcher-made tests were the most common measures used.

Table 13. Measures Used in ICALT Papers.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Frequency (of 21)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student questionnaire</td>
<td>19</td>
<td>91</td>
</tr>
<tr>
<td>Log files</td>
<td>6</td>
<td>29</td>
</tr>
<tr>
<td>Test (teacher/researcher made)</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>Interviews with users</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>Direct observation</td>
<td>4</td>
<td>19</td>
</tr>
<tr>
<td>Exercises</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>Teacher survey</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Test (standardized)</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Narrative analysis scheme</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Number of resubmitted exercises</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Time on task (electronic)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Focus groups</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Pass rate</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>


How do Educational Technology Researchers Tend to Report Educational Technology Studies?

Randolph et al. (2005) can shed light on how educational technology researchers report their research. Randolph et al. literally measured the amount of space in each article devoted to (a) reviewing the previous literature, (b) describing the program or intervention, and (c) describing the evaluation (research methods and results) of an intervention. They found that the mean proportions of literature review, program description, and evaluation were 18%, 47%, and 34% respectively; the implication being that educational technology researchers spend a good deal of
article space on describing their programs or interventions and spend little article space on reviewing the previous literature or on describing the evaluation of the intervention. These findings parallel the findings from Randolph’s (2007a) methodological review of the computer science education literature in which it was found that literature reviews and procedures were grossly underreported.

**What Suggestions are Given for Improving Educational Technology Research?**

In this section, I summarize and discuss the three major recommendations given in Randolph et al. (2005). The suggestions are summarized in the list below:

- Review and report the previous research.
- Provide sufficient detail in reporting on investigations with human participants.
- Avoid using the one-group posttest-only, attitudes questionnaire.

**Review and report the previous research.** Randolph et al. (2005) and Randolph (2007a) both converged on the finding that the literature review is given insufficient attention in educational technology research. The theoretical implication is that without a literature review, research questions are unlikely to contribute to information that is important to the scientific community and there can be little hope of developing a cumulative base of knowledge about educational technology and learning design. Also, without literature reviews, developers of educational technology interventions are likely to develop interventions that have already been developed or develop interventions for which there is no need.

**Provide sufficient detail in reporting on investigations with human participants.** Another finding that can be drawn from Randolph et al. (2005) is that, in general, educational technology articles tend to emphasize a detailed description of the intervention and, as a result, pay insufficient detail to reporting results and procedures of empirical investigations. For example, without an adequate description of procedures, it is difficult or impossible to achieve replication – a cornerstone of science. Also, without an adequate description of settings and participants it is difficult or impossible to establish parameters for generalizing findings.

I suppose that one cause for this insufficient detail is that educational technology, like computing science, is composed of many traditions (e.g., theoretical, engineering, and empirical traditions). In the engineering tradition, the reporting convention is to describe the intervention and its method of construction in great detail (e.g., “I built this thing, which has these specifications”). In the empirical tradition, less attention is given to the intervention description and more attention is given to the results and methods for evaluating the intervention. I hypothesize that the combining of these two traditions has led to hybrid papers that, unfortunately, are insufficient as either engineering or education research papers.
One solution to this problem is to dehybridize educational technology papers. Create one paper that describes the intervention in enough detail that it suffices as an engineering-oriented paper. Create another paper that describes the empirical validation of the intervention. Although this might border on piece-meal publication, it makes sense in a field characterized by multidisciplinarity and whose main reporting format is the five-page conference paper.

_Avoid using the one-group posttest-only, attitudes questionnaire._ The one-group posttest-design should be avoided because it is subject to almost all threats to validity. For example, suppose that an educational technology researcher implemented an intervention in a course and gave out a questionnaire to students about whether they felt that their learning had increased during the time that they were in the course. First, there are many things that probably had an effect on reported learning other than the educational technology intervention. Perhaps, the teacher provided effective instruction, the textbook was sufficient, the students studied outside of the course, among many other possible causal explanations.

While measuring attitudes (in this case, self-reports of learning) is an easy way to collect learning data, self-reports of learning are historically unreliable (Almstrum, Hazzan, Guzdial, & Petre, 2005). Also, they suffer from what Shadish, Cook, and Campbell (2002) call _mono-operation bias_ and _mono-method bias_.

Questionnaires are ideal for collecting large amounts of data so that generalizations can be made from a sample to population. However, in the cases when the research priority is not to make generalizations, but rather to provide thick description of a phenomenon, measures other than questionnaires might be more appropriate. For example, in the often-seen case when an educational technology researcher implements a new intervention in his or her own classroom and the research goal is to collect information that can be used to improve the intervention, it might be better to conduct in-depth interviews with students or observe log files to get information that is useful for development. Knowing for example that “85% of students reported that they liked the intervention a little or a lot,” provides little or no information about how to improve the intervention.

**Summary**

In this section I summarize the results of some of the major methodological reviews of the educational technology research to answer the research questions listed below:

1. What are the meta-categories that can be used to subsume the research categories in other methodological reviews of educational technology research?
2. What are the proportions of quantitative, qualitative, and mixed methods research that educational technology researchers have tended to use?
3. How do those proportions differ over time periods and publication forums?
4. How do those proportions compare to the proportions in the field of education research proper?

5. In what proportions do educational technology researchers choose (a) research approaches, (b) experimental research designs, (c) outcomes, and (d) measures?

6. How do educational technology researchers tend to report educational technology studies?

7. What suggestions are given for improving educational technology research?

A brief summary to each of those questions is given below:

1. One set of meta-categories that can be used to subsume the research categories in other methodological reviews are quantitative, qualitative, mixed-methods and other. The other category consists of articles that do not deal with investigations with human participants, such as literature reviews, theoretical papers, or program descriptions.

2. Articles that do not deal with human participants make up 46% of the articles published in educational technology research. Of the articles that do report on investigations involving human participants, the percentages of quantitative, qualitative, and mixed methods research are 56.7%, 35.2%, and 8.1%.

3. There is considerable variability in what type of methods the major journals in educational technology tend to publish. Concerning research trends, it appears that there was a spike of qualitative research in the late 1980s and a spike in quantitative research in the late 1990s and early 2000s. Note, however, that year and publication forum are confounded in these results.

4. While educational technology research tends to have more articles that do not deal with human participants than in education research proper, the proportions of quantitative, qualitative, and mixed-methods research is nearly the same.

5. Educational technology researchers tend to use (in descending frequency) experimental, quantitative descriptive (i.e., survey research), and qualitative research the most. When they do experimental research, they tend to use the one-group posttest-only design. In decreasing order of frequency, they tend to use questionnaires, log files, and teacher- or researcher-made tests as measures and the outcomes of interest are typically student attitudes, academic achievement, and attendance.

6. Educational technology researchers tend to describe their interventions in great detail. However, they also tend to provide inadequate literature reviews
and inadequate detail in their reports of research done with human participants.

7. Recommendations for improving educational technology research include reviewing and reporting the previous research, providing sufficient procedural and contextual research details, and avoiding the one-group posttest-only attitudes questionnaire.
Questions to Consider

1. Coming back to the table about the proportions of quantitative, qualitative and mixed-methods research in educational technology (Table 10), the proportions were 56.7%, 35.2%, and 8.1%, respectively. What conclusions about the disciplinary identity of the field can you draw, if any, from those findings?

2. In the field of computer science education, Randolph (2007a) found that nearly 40% of articles dealing with human participants only presented anecdotal evidence for their claims. Do you think that the proportion of articles that present anecdotal-only evidence could also be that high in the field of educational technology?

3. Why do you think that educational technology research has a higher proportion of articles that do not involve human participants than in education research proper?

4. What is your opinion about the posttest-only attitudes questionnaire? What is its place in educational technology research?
Chapter 4

Data Collection in Educational Technology Research

In the previous chapter, I presented information about the types of data that educational technology researchers tended to collect and what measurement instruments they tended to use. In this chapter, I will discuss in more detail the major methods of data collection and also point out how technologies can be used in the collection of research data.

To help frame this discussion, I will use the framework for valuing data collection methods mentioned in Frechtling (2002). In Frechtling’s framework, two issues are important in analyzing data collection methods: theoretical issues and practical issues.

The theoretical issues involve (a) the value of the data generated, (b) the scientific rigor of the data generated, and (c) the philosophical issues underlying the data collection method. Concerning value, different types of data can have more or less value to a researcher depending on the research situation. For example, data that indicate that “80% of students reported that they liked an intervention ‘a little’ or ‘a lot’,” do little for a researcher trying to determine how to improve an intervention or understand why an intervention works. On the other hand, that same data might indeed prove useful for a researcher trying to investigate whether students, in general, are satisfied with an intervention. Put in another way, sometimes data with depth are preferred to data with breadth, or vice versa.

Concerning rigor, data collection methods vary in the degree of rigor that is required. For example, anecdotal observations have little rigor while single-participant observations, which involve carefully operationalizing variables and using multiple observers, have much rigor.

In terms of philosophical paradigms, some types of data collection lend themselves to some paradigms more than others. For example, if a researcher bases his or her research on the idea that there is not an objective reality and that reality is socially constructed, then it would not seem fitting to use an instrument that purports to measure objective states of reality.
The practical issues in data collection involve (a) the credibility of the findings, (b) staff skills, (c) costs, and (d) time constraints. Concerning credibility, different types of data have different credibility for different audiences. Also, the variety of data collection methods differ in the amount of staff skills that are needed to do the data collection, the costs involved with the data collection, and the time needed to collect the data. For example, questionnaires are usually easily and rapidly administered and cost relatively little. On the other hand, conducting ethnographic research takes much preparation on the part of the researcher and a commitment to spending long and probably costly amounts of time in the field.

Since it was found that questionnaires were the most frequently used instrument in educational technology research, it is fitting that questionnaire data collection methods are dealt with first. In order of frequency of use, I then go onto discuss the four other most frequently used data collection methods in educational technology: log files, tests, interviews, and direct observation.

**Questionnaires**

Questionnaires are ideal for quantitative descriptive research when data need to be collected from many people and when the questions to be asked are clearly defined. They are ideal for research that is meant to have breadth, rather than depth. (I use the term questionnaire synonymously with survey.) For example, if the goal is to find out the level of student satisfaction with an intervention, then a questionnaire might be appropriate. However, if the goal is thick, rich description, then other data collection methods, like interviews, might be more appropriate.

According to Frechtling (2002) the advantages of using questionnaires are that they are good for collecting basic descriptive data, they are inexpensive, and the quantitative data generated from them can be easily imported or transcribed into statistical software. On the other hand, questionnaires are most often based on self-reports, which are often biased, and their data usually lack depth and do not take context into account (Frechtling, 2002). Also, questionnaires are vulnerable to response bias – bias that occurs when the individuals who responded to a survey differ in important ways from those who did not respond. Typical problems are that people who drop out of an intervention tend not to get a postintervention satisfaction survey and that people who fill out surveys tend to be different than people who do not fill out surveys (Gall, Borg, & Gall, 1996). It is a much different claim to say that “80% of all of the people who tried the intervention reported that they liked it ‘a little’ or ‘a lot’” than “80% of the people who tried the intervention and liked it enough to finish it and liked the researcher enough (who also designed the intervention) to fill out a questionnaire, reported that they liked the intervention ‘a little’ or ‘a lot.’” One way to deal with response bias is to assess the ways that the people who did not respond to the survey differed from the people who did respond to the survey (Gall, Borg, & Gall, 1996). Dillman (1978) provides a wealth of information about how to improve the response rate of surveys, including offering rewards, sending follow-ups, and so on.

Questionnaires can have open and closed questions and can be administered in many ways. In closed questions, respondents are asked to select from a set of fixed responses. Many questionnaires use what is called a Likert scale in which respon-
dents select one response in a ranked series of responses. For example, respondents might be asked to select the degree to which they agree with a certain statement. The levels of agreement might be: strongly disagree, disagree, neither agree nor disagree, agree, or strongly agree. In open questions, respondents are allowed to give a free-form answer. For example, a respondent might be expected to write in what they liked or disliked about an intervention. The term questionnaire connotes that the questions be administered in writing; however, it is possible to use questionnaires in face-to-face interviews, in telephone interviews, or through computers. In fact, much research lately has gone into the differences in the quality of data generated from paper and pencil and online questionnaires. One consistent difference is that respondents tend to disclose more information and give less socially desirable answers in electronic surveys than in paper-based mail surveys (Kiesler & Sproull, 1986). See De Leeuw (1993) or Dilman (1978) for a theoretical model and empirical research on the effects of different survey media on data quantity and quality.

Also, there is a growing field of technology related to using computing technology for questionnaires and interviews. For example, VIRRE, which is portrayed in Figure 11, is a computer-assisted self-interview tool, designed for administering questionnaires or interviews to youths. The survey question appears on the screen in VIRRE’s abdomen and the students can respond by pushing the appropriate button on VIRRE’s screen or by recording their response using a webcam. Randolph, Virnes, Jormanainen, and Eronen (2006) found that VIRRE leads to more interview data than when data are collected using a pencil-and-paper interview format. A good review of computer-assisted interview tools can be found in De Leeuw and Nichols (1996), Saris (1989), or Saris (1991).

![Virre: A computer-assisted self-interview tool.](image)

Questionnaires, whether computer-assisted or not, can vary substantially in their rigor. When accuracy and rigor are important, a researcher might need to go through the long process of doing a reliability or validity study of the questionnaire (Spector, 1992). In other cases, it might be enough just to do some pilot testing and then administer the study. At any rate, designing a questionnaire, especially a reliable one, is more difficult and time consuming than it might seem. Even a simple questionnaire will need probably a few iterations of pilot testing and development. A reliability study and item analysis needs about 150 respondents per iteration (Spector, 1992). Therefore, before attempting to make a survey oneself, I suggest trying to find a pre-existing survey. Many educational technology surveys already have reliability and validity information provided for them. For example, the Texas Center for Educational Technology’s website (n.d.) provides many useful surveys regarding attitudes towards computers. Other places to find pre-existing surveys are in published dissertations or theses, in academic databases (such as ERIC), or, of course, on the Internet. The Educational Testing Service (n.d., n. p.) also maintains an online “library of more than 25,000 tests and other measurement devices that makes information on standardized tests and research instruments available to researchers, graduate students, and teachers. Collected from the early 1900s to the present, the Test Collection at ETS is the largest such compilation in the world.”

For those unlucky enough not to find a pre-existing survey to suit the purpose or those brave enough to create one on their own, there are many good resources. Unfortunately, a detailed synthesis of survey construction and testing is beyond the scope of this text; however, there are many great resources – the most notable of which is Arlene Fink’s 1,434-page, 10 volume, *Survey Kit* (2002).

**Log Files**

Educational technology researchers have a unique advantage over other types of researchers: educational technology interventions often have automated ways of recording user-generated data. That user-generated data is a boon for educational technology researchers because it is recorded unobtrusively and in a naturalistic setting. Also, because the process is automated, loads of data can be collected at almost no expense.

Examples of log files could be records of when and how long students used a particular intervention, what features they used, how often they used those features, or how often they used one feature in conjunction with another feature. Other examples of log files could be texts from chat rooms or bulletin boards (Rieger & Sturgill, 1999). Log files could even be used to create maps of social networks (Durland & Fredericks, 2006). Log files could also consist of the results of automatically graded student exercises (as in Laakso, Salakoski, Korhonen, & Malmi, 2004). In essence, any aspect of users’ interaction with the learning environment or with each other that can be recorded can become a rich source of data. (I use a broad definition of log files that includes things like screen recorders too.) Rieger and Sturgill (1999) provide a framework and a review of the tools for observing users and gathering feedback about electronic environments. Some of the tools they mention are log files, screen recorders, persistent cookies, agents, automated services (e.g., Google analytics), and user artifacts. Eye-tracking is yet another emerging technology for logging the behaviors of participants as they interact with learning environments.
(Bednarik & Randolph, in press). Gay and Bennington (1999), which is the edited volume that contains Rieger and Sturgill (1999), would be of interest to educational technology researchers interested in unobtrusive ways of learning about their interventions.

Some of the benefits of using log files are that data collection is unobtrusive and that the data collected are naturalistic. The participants are free to work as they normally do while data are being collected; there is no need to set up artificial situations or environments. There is no researcher peering over a participant’s shoulder. That is not to say that the participants do not need to know that their activities are being recorded. To do ethical research, the participants must give their permission for their data to be recorded and to be used for research purposes. One disadvantage of using log files is that they often create overwhelming amounts of data.

**Tests**

Researcher-made or teacher-made tests, in contrast to standardized tests made by a testing company, were the third most frequently used measure in educational technology research. Tests are useful when a researcher wants to document the state of knowledge at one time or wants to measure how knowledge changes over time or under a variety of conditions. Tests have the benefit that they can provide “objective” information on what a participant knows or can do, they are relatively easy to score (unlike performance measurements), and are generally accepted by the public as an indicator of learning (Frechtling, 2002). On the other hand, there are also many disadvantages to testing. They might measure a construct other than the one they are intended to measure (Shadish, Cook, & Campbell, 2002), they might measure knowledge unreliably, they might be biased towards certain populations, or they can be corrupted by teaching or coaching, among other disadvantages.

Some benefits of teacher-made tests are that they are easy to construct, inexpensive to administer, and not outside of the natural contexts of what students normally do in the classroom. However, teacher-made tests lack some of the desirable features that carefully-made (and usually expensive and unnatural) standardized tests do, such as empirical information about a test’s reliability and validity. As in methods choice in general, there is always a trade-off in choosing what types of measures to use.

Like the creation of surveys, the creation of reliable and valid tests of knowledge is very difficult; in fact, there is a whole field of research, psychometrics, dedicated to it. Therefore, it is often best to identify a pre-existing test if it is possible – again, check previous dissertations, academic databases, the Internet, and test collections. In research that requires much rigor, information about the reliability of a test is usually needed. A classic text on testing and test creation is Thorndike (2004).

For those displeased with traditional testing (see Wiggins, 1993), another option is to concentrate on using performance measurements rather than traditional pencil and paper tests. Performance-based assessments like portfolios, student demonstrations, student products, and problem-solving activities are more naturalistic, measure different types of knowledge than traditional tests do, and often require the integration of a broad range of knowledge (Glatthorn, Bragaw, Dawkins,
& Parker, 1998). Performance-based assessments have the disadvantage that they have more subjectivity in their scoring than traditional tests and that their scoring is not as straightforward, and, therefore, not as amenable to quantitative analysis, as traditional tests.

Technology has done much to advance the field of testing. For example, nowadays computers can be used to rate academic essays to good effect (Rudner & Gagne, 2001), to provide individualized feedback on writing improvement (Chen, 1997), and to adapt to the level of skill of a test taker (computer-adaptive testing) (Wainer et al., 2000). See Alderson (2000) for a review of the future of technology in testing.

**Interviews**

While surveys are ideal for collecting shallow knowledge over a broad area, interviews are ideal for collecting deep knowledge over a limited area. In addition to generating rich data, they allow for face-to-face contact, enable a researcher to follow up immediately on unclear or ambiguous answers, gain access to information that a respondent would not reveal on paper, and give the researcher flexibility in administering the interview according to the needs of individual respondents or situations. Patton, as cited in Frechtling (2002), gives a list of example evaluation questions that are appropriate to answer using interviews:

- **What does the program look and feel like to the participants? To other stakeholders?**
- **What do stakeholders know about the project?**
- **What thoughts do stakeholders knowledgeable about the program have concerning program operations, processes, and outcomes?**
- **What are participants’ and stakeholders’ expectations?**
- **What features of the project are most salient to the participants?**
- **What changes do participants perceive in themselves as a result of their involvement in the project? (p. 51)**

While interviews have many advantages, they are time-consuming to conduct and the interviewers need considerable training. Also, a great deal of time usually needs to be spent transcribing interviews. Also, because of the flexibility of open interviews, there is a possibility for inconsistencies between different interviewers. Because of the face-to-face contact between interviewers and respondents, there is the possibility for interviewers to lead respondents. Finally, the volume of information that is generated can be very large and overwhelming.

Interviews can vary to the degree that they are planned a priori. In some cases, the interview protocol can be very strict and respondents are only allowed to choose
from a certain set of responses (i.e., a verbal questionnaire). In other cases the interview might be less structured and the interviewer has much freedom to explore and follow up on a participant’s responses. In some types of interviews, the interviewer records the responses on the spot. In other types of interviews, the interviewer painstakingly transcribes audio or video recordings. In discourse analysis (see Potter & Wetherell, 1987), in addition to words, the researcher transcribes pauses, elongations and emphases of syllables, overlaps between speakers, and other features of spoken language. There are many good guides for collecting interview data. Some of those I recommend are Rubin and Rubin (2004) and Kvale (1996).

Although not as often as interviews, focus groups are sometimes used in educational technology research. Essentially, a focus group is an interview with 8-12 people who share common characteristics. Originally used in market research, the focus group technique capitalizes on the group dynamic to generate insights that would not have been generated if the participants had been interviewed individually. According to Frechtling (2002), focus groups are useful for “identifying and defining problems in project implementation; pretesting topics or ideas; identifying project strengths, weaknesses, and recommendations; assisting with interpretation of qualitative findings; obtaining perceptions of project outcomes and impacts; [and] generating new ideas” (p. 53). Frechtling (2002) provides many helpful recommendations, which are too numerous to report here, for choosing between focus groups and interviews. A helpful resource for conducting focus groups is Stewart, Shamdasani, and Rook (2006).

There are many technologies available to aid interviewing. Two of the major types of technologies are computer-assisted telephone interviewing [CATI] and computer-assisted personal interviewing [CAPI] (de Leeuw & Nichols, 1996; Saris, 1989, 1991). The latest generation of interview tools totally automates the personal interviewing process (see, e.g., Randolph, Virnes, Jormanainen, & Eronen, 2006).

**Direct Observation**

Direct observation, where a researcher directly observes the behaviors of participants, is another form of data collection used often in educational technology research. It comes in many forms. In one form, direct observation can be as simple as peering over a participant’s shoulder and noting how a participant interacts with a learning tool over time. In another form (as is the tradition in single-participant research), the researcher carefully operationalizes a behavior or set of behaviors and counts the number of times that the behavior occurs over a given period. For example, an educational technology researcher might observe how often students interact with each other when participating in a technologically oriented intervention (Sutinen, Virmajoki-Tyrväinen, & Virnes, 2005). To establish estimates of reliability in this type of research, additional researchers might also make observations to see to what degree two or more observers can agree on whether a specific behavior occurred (see Kazdin, 1982).

Another form of direct observation, in the ethnographic tradition, is to observe and participate in a culture-sharing group (see, e.g., Cronjé, 2006). An increasingly seen form of direct observation, albeit of a different character than the others, is verbal protocol methodology, “a data collection technique that asks the user-consumer to
talk aloud while interacting with the technology, thus revealing the cognitive processes of the user” (Mathison, Meyer, & Vargas, 1999, p. 74). Although this form of observation can help explain the cognitive processes of users, its main shortcoming is that it is obtrusive. Having to explain what one is thinking while performing an activity, can influence how one does the activity.

Observational techniques are advantageous because they allow the researcher to get first-hand experience of the behavior of participants, individually and as a group. Also, they allow the researcher to come to understand the contexts important to the research situation. Frechtling (2002) argues that observations “may be especially important where it is not the event that is of interest, but rather how that event may fit into, or be affected by, a sequence of events” (p. 54). On the other hand, direct observations are time-consuming and often require much training on the part of the observer. Also, the act of observation often changes that which is being observed.

The benefits of creating audio/video records of observations are many. Their permanency helps bolster the validity of findings. If there is a dispute about a claim, the recordings can be used as solid evidence. Second, recording an observation allows a researcher to replay findings and, thus, enhance the accuracy of findings or gain insights that might have been missed had the recording not been reviewed. However, recording behavior has a strong tendency to influence behavior – at least, until the participants become accustomed to being recorded.

**Mixing Data Collection Methods**

There are many good reasons for using a variety of data collection methods when conducting educational technology research, the most of important of which is that combining methods, what Frechtling (2002) calls *triangulation*, increases the validity of findings. As I have pointed out, all of the data collection methods mentioned above have their strengths and weaknesses. By combining techniques, one can cancel out the weakness of one technique by pairing it with a complementary technique. For example, the observation of behavior might be paired with interviews that expose the intentions behind those behaviors to gain a holistic picture of the cognitive and behavioral processes involved. Another reason is that different stages of research call for different methods of investigation. For example, Frechtling (2002) argues that one might begin an investigation with a qualitative focus group approach to identify issues for further investigation, then conduct a survey to see to what degree that issue affects the population of interest, and conclude by conducting another qualitative inquiry to gain deeper insights into the issue. There are several good resources on how to mix methods to a researcher’s advantage, the most prominent of which are Tashakkori and Teddlie’s (2002) *Handbook of Mixed Methods in Social & Behavioral Research*, Cresswell and Plano Clark’s (2006) *Designing and Conducting Mixed Methods Research*, and Johnson and Onwuegbuzie’s (2004) seminal article – *Mixed methods research: A research paradigm whose time has come.*
Questions to Consider

1. What data collection methods have you used in the past? What advice would you give to a colleague who intends to use one of those data collection methods for the first time?

2. Of the data collection methods mentioned above, which has the most personal appeal to you?

3. I mentioned the advantages of using multiple sources of data collection. Can you anticipate some of the disadvantages? In particular, what happens when data collected in two different ways conflict with one another?

4. I highlighted some of the technologies that are currently being used to aid in data collection. Can you think of other ways that technologies can be used, or are being used, in educational technology research?
Chapter 5

The Analysis of Educational Technology Research Data

As discussed in the previous section, the data generated from educational technology research can take numerous forms: log files, eye-tracking fixations, test results, interview transcripts, direct observations, talk-aloud transcripts, survey data, and many others. Accordingly, there is a large variety of approaches to analyzing the numerous forms of educational technology data.

I have found it helpful to group the approaches of data analysis into four categories:

1. The quantitative analysis of quantitative data,
2. The quantitative analysis of qualitative data,
3. The qualitative analysis of qualitative data, and
4. The qualitative analysis of quantitative data.

The goal of this section on data analysis is simply to acquaint the reader with the different methods of analysis available and to refer readers to key resources for each method.

The Quantitative Analysis of Quantitative Data

The quantitative analysis of quantitative data is complex and has a subfield of mathematics devoted to it — statistics. The field of statistics can prove to be very useful for making sense of complex data, gaining insights into phenomena, making accurate predictions, making inferences from a population to a sample or from a sample to a population, making classifications and associations, or even revealing and testing theory, however, how to do statistics is a discussion far outside the scope of this text. While not every educational technology researcher may be inclined to do quantitative analyses, I believe that a well-rounded researcher at least needs to
The Quantitative Analysis of Qualitative Data

While at first, the term *quantitative analysis of qualitative data* might seem awkward, it is an increasingly seen method of analysis in educational technology research. One of its most popular manifestations is quantitative content analysis. Neuendorf’s (2002) definition of (quantitative) content analysis is “the systematic, objective, quantitative analysis of message characteristics” (p. 1). Quantitative content analysis originated in media studies, but has been increasingly adopted by educational technology researchers. While content analysis is often done with texts, it can be used actually with any sort of media – websites, movies, pictures, songs, and so forth.

In contrast to the qualitative analysis of qualitative data, according to Neuendorf (2002) quantitative content analysis (a) adheres more closely to the scientific method and is closer to the positivistic paradigm, (b) emphasizes objectivity-intersubjectivity (intersubjectivity is the standard that relates to how a group of people can agree that something is true), (c) uses an a priori design, (d) stresses reliability and validity, (e) creates generalizable results, (f) is replicable, and (g) is amenable to hypothesis testing.

Researchers use *quantitative content analysis* to quantify the degree to which a certain category or event occurs in a sample or population. This quantified information can then be used for comparative, correlational, or even experimental research. In contrast, researchers use *qualitative content analysis* to specify what categories or events occur, why or how they occur, in what contexts they occur, or the meanings of their occurrences. In many ways, quantitative and qualitative content analysis are complementary. For example, a qualitative study could be used to identify the variables underlying a phenomenon. A quantitative content analysis study, using the categories identified in the qualitative study, could then be used, to ascertain to what degree those categories are present, how they quantitatively relate to each other, how they change over time, or how they relate to other variables.

Neuendorf (2002) suggests that there are nine steps in conducting a human-coded quantitative content analysis, which parallel the steps, more or less, of many other types of research. Figure 12 illustrates the nine steps in Neuendorf’s brand of content analysis. The first step is to establish the theory and rationale for a study. The second step, conceptualization, involves identifying variables and defining them conceptually. The third step is to operationalize those variables identified in the second step. The goal is to find measures that match the variables’ conceptualizations. One can use an a priori coding scheme (i.e., a coding scheme developed by someone else) or one can use an emergent coding scheme (i.e., a coding scheme based on categories that emerge along the way). This step also includes choosing a unit of analysis (e.g., a phrase, a sentence, or a speaking turn). With human coding, the fourth step is to create a coding book and coding form. In the coding book, one explains the variables in great detail and the procedures for coding the data. There
should be enough detail and so little ambiguity that two independent coders could consistently apply the same codes to the same units of analysis. The coding form is a form on which the coder inputs the data. (With computer coding, the fourth step is to find an existing dictionary or to create a custom dictionary.) The fifth step is to choose a sample. If the content to be examined is manageable, one might choose to do a census and code all of the content. If there is a large amount of content to code, one might choose a random sample (or some other type of sample) to code. The sixth step is to train coders in the coding book and coding procedure and, then, to pilot test and refine the coding procedure until a sufficient level of reliability is achieved. The seventh step is to do the actual coding of the content and the eighth step is to calculate final reliabilities for the coding. The ninth and final step is to tabulate and report the data. One might also do statistical analyses to identify relationships between content analysis variables, to identify changes in content analysis variables over time, or to identify relationships between content analysis variables and other, external variables. Neuendorf (2002) and Krippendorf (1980) are excellent resources for those interested in quantitative content analysis. Osorio (1998) discusses the use of content analysis for analyzing transcripts in online courses.

The Qualitative Analysis of Qualitative Data

There are many popular methods for the qualitative analysis of qualitative data (e.g., Merriam, 2001; Miles & Huberman, 1994; Madison, 2005; Wolcott, 1994) all of which are basically variations of what Creswell (2007) calls the data analysis spiral. Creswell calls it a spiral because “the process of data collection, data analysis, and report writing are not distinct steps in the process — they are interrelated and often go on simultaneously in a research project” (p. 150.) Figure 13 is an illustration of Creswell’s data analysis spiral.

The first step in the spiral is data management. In this step, researchers segment, document, and organize their data. They segment their dataset by breaking it down into its units of analysis (e.g., sentences, paragraphs, a speaking turns, etc.). They can also document and organize their data, using the same logic that archaeologists use to document their artefacts, to create what Yin (2003) calls a case study database.

After setting up a system to manage the data, qualitative researchers do some form of reading and memoing. The researcher begins by sifting through the documents, reading and reflecting on them. After coming to understand the content, the researcher might begin to write down memos in the margins about concepts that occur to the researcher (Merriam, 2001) or highlight meaningful statements in the texts (Moustakas, 1994).
1. **Theory and rationale:** What content will be examined, and why? Are there certain theories or perspectives that indicate that this particular message content is important to study? Library work is needed here to conduct a good literature review. Will you be using an integrative model, linking content analysis with other data to show relationships with source or receiver characteristics? Do you have research questions? Hypotheses?

2. **Conceptualizations:** What variables will be used in the study, and how do you define them *conceptually* (i.e., with dictionary-type definitions)? Remember, you are the boss! There are many ways to define a given construct, and there is no one right way. You may want to screen some examples of the content you’re going to analyze, to make sure you’ve covered everything you want.

3. **Operationalizations (measures):** Your measures should match your conceptualizations (this is called **internal validity**). What unit of data collection will you use? You may have more than one unit (e.g., a by-utterance coding scheme and a by-speaker coding scheme). Are the variables measured well (i.e., at a high level of measurement, with categories that are exhaustive and mutually exclusive)? An *a priori* coding scheme describing all measures must be created. Both face validity and content validity may also be assessed at this point.

4a. **Coding schemes:** You need to create the following materials:
   a. **Codebook** (with all variable measures fully explained)
   b. **Coding form**

4b. **Coding schemes:** with computer text content analysis, you still need a codebook of sorts - a full explanation of your dictionaries and method of applying them. You may use standard dictionaries (e.g., those in Hart’s program, *Diction*) or originally created dictionaries. When creating custom dictionaries, be sure to first generate a frequencies list from your text sample and examine for key words and phrases.
5. **Sampling**: Is a census of the content possible? (If yes, go to step #6.) How will you randomly sample a subset of the content? This could be by time period, by issue, by page, by channel, and so forth.

6. **Training and pilot reliability**: During a training session in which coders work together, find out whether they can agree on the coding of variables. Then, in an independent coding test, note the reliability on each variable. At each stage, revise the codebook or coding form as needed.

7a. **Coding**: Use at least two coders to establish intercoder reliability. Coding should be done independently, with at least 10% overlap for the reliability test.

7b. **Coding**: Apply dictionaries to the sample text to generate per-unit (e.g., per-news-story) frequencies for each dictionary. Do some spot checking for validation.

8. **Final reliability**: Calculate a reliability figure (percent agreement, Scott’s $p_i$, Spearman’s $r$, or Pearson’s $r$, for example) for each variable.

9. **Tabulation and reporting**: See various examples of content analysis results to see the ways in which results can be reported. Figures and statistics may be reported one variable at a time (univariate), or variables may be cross-tabulated in different ways (bivariate and multivariate techniques). Over-time trends are also a common reporting method. In the long run, relationships between content analysis variables and other measures may establish criterion and construct validity.

---

The next step in Cresswell’s (2007) spiral is to do description, classification, and interpretation. In this step, the researchers might begin by providing detailed description. According to Cresswell, “this detail is provided in situ, that is, within the context of the setting of the person, place, or event. Description becomes a good place to start in a qualitative study (after reading and managing data), and it plays a central role in ethnographic and case studies” (p. 151). Then the researcher attempts to develop an initial set of categories for the data. Some researchers begin with a short list of general categories, and then in later iterations break the codes into increasingly specific categories. Others use the opposite approach – beginning with many specific categories and synthesizing them into general categories.

After the categories and subcategories for the data are established, the next step is to interpret or make sense of the data. Researchers might for example posit theories about a phenomenon or identify relationships between persons, setting, and events.

The next step is to find ways to represent the data. This might include creating matrices of data, hierarchical family trees, causal illustrations, social network maps, or figures. At this point the researcher might present preliminary findings to stakeholders to get their interpretations of the data and to increase the validity of the data through member checking.

The final step in the spiral is to write up one or more versions of the research report. I will discuss this step in more detail in the next chapter.
The prominent books on the analysis of qualitative data include Miles and Huberman (1994), Merriam (2001), and Potter and Wetherell (1987). Also, there are several qualitative computer programs that can simplify the process of qualitative analysis, if a researcher finds it worthwhile to invest the time to learn how to use them. A thorough, but dated, review of 24 of these programs can be found in Weitzman and Miles (1995) and a more recent review in Creswell (2007).

**The Qualitative Analysis of Quantitative Data**

Although the notion of *qualitative analysis of quantitative data* at first might seem awkward, in fact, it is an everyday occurrence in quantitative research. (It might be more accurate to refer to this method of analysis as *the visual analysis of quantitative data*.) For example, creating a graph of quantitative data is an example of qualitatively analyzing quantitative data.

Qualitative analysis of quantitative data is the main method of analysis of single-participant research. A proverb in single participant research is that, “if you cannot see the effect, it is probably not there.” For example, coming back to Figure 7, through a visual analysis of the data it becomes clear that the scores during the intervention increased.

**Mixed-Methods of Analysis**

In reality, there is not a clear distinction between these methods of analysis. For example, some qualitative data analysts, such as Miles and Huberman (1994), advocate counting the frequencies of categories, which is a technique of quantitative content analysis. Similarly, the process of creating categories in quantitative content analysis is in fact a qualitative technique; statistical analysis often begins with a qualitative (visual) analysis of the data.

There is good reason for this mixing of methods of analysis. Earlier I reported on the arguments for using mixed-methods of data collection. The same arguments apply to using mixed-methods of data analysis: researchers can get a more holistic and valid view of a phenomenon by viewing and interpreting the phenomenon from different perspectives (Cresswell & Plano Clark, 2006; Greene & Caracelli, 1997; Johnson & Onwuegbuzie, 2004).
Questions to Consider

1. Of the four types of data analysis, what type are you most familiar and comfortable with? What advice would you give to a colleague intending to do that type of analysis for the first time?

2. In your own research community, is there an implicit hierarchy of types of data analysis? Is one type given more merit than others?

3. What do you think of the maxim from single-participant research that “if you cannot see an effect, it is probably not there”?

4. Gene V. Glass, the father of meta-analysis, once wrote “we need to stop thinking of ourselves as scientists testing grand theories, and face the fact that we are technicians collecting and collating information, often in quantitative forms” (2000, n.p.). As education researchers and data analysts, should we take Glass’s advice and regard ourselves as “technicians collecting and collating information” or as “scientists testing grand theories”? 
Chapter 6

Reporting Educational Technology Research

There is a prevalent misconception that the research process ends after data are collected. However, the truth is that reporting is one of the most important stages of the research process. No matter how carefully controlled a study may have been, no matter the attention to detail in collecting and analyzing data, or no matter how large of a random sample was selected, a study is particularly vulnerable to bias at the reporting stage. For example, a common defect in many articles is that an author’s interpretation and discussion of study outcomes is not congruent with what actually happened in the study. I have read countless educational technology studies in which the author carefully conducted an empirical study, but then completely ignored the study’s empirical findings when formulating research conclusions. Other examples of introducing bias at the reporting stage include not reporting on relevant study complications, not providing information about study operations that could have affected study outcomes, and insufficiently operationalizing constructs and variables.

Besides being a stage of the research process that is particularly vulnerable to the introduction of bias, much of the potential utility and acceptability of the research is determined at the reporting stage. Despite any potential utility or relevance a study might have, poorly reported research is usually poorly regarded research. On this point Bruce Thompson, one of the major figures in social science research, writes,

*I am convinced that poor writing will doom even the most significant manuscript (such as truthfully reporting the impending end of the world or viable cold fusion) to rejection, yet even a trivial report has a reasonable chance of being published somewhere if the manuscript is well-written. Spend whatever time it takes to communicate economically and with probity of style. (2001, p. 342)*

One way to help ensure that research is accepted by the research community is to follow the established conventions for reporting research. In this chapter I focus on those conventions. I also discuss alternative styles of reporting, and report on Huff’s (1999) method for using exemplars.
Reporting on Quantitative Investigations

The reporting of empirical quantitative investigations in education research is somewhat formulaic. It consists of a title, an abstract, an introduction (including a brief review of the literature), a methods section, a results section, a discussion section, and a conclusion section.

Title

The title of a report should be as concise as possible, but still give readers a good sense of what the paper is about and spark the readers’ interest. Some journals (e.g., *Educational Technology & Society*) limit the number of words in a title to ten.

Abstract

Abstracts in educational technology typically consist of a 120-300 word narrative summary of the article. According to the *Publication Manual of the American Psychological Association* (American Psychological Association, 2001) a narrative abstract of an empirical article should describe:

- *the problem under investigation, in one sentence if possible;*
- *the participants or subjects, specifying pertinent characteristics, such as number, type, age, sex....;*
- *the experimental method, including the apparatus, data-gathering procedures, complete test names....;*
- *the findings, including statistical significance levels; and*
- *the conclusions and the implications or applications. (p. 14)*

The abstracts for a review or theoretical article, methodological papers, or case studies differ slightly, but the underlying logic is basically the same. See American Psychological Association (2001).

There has been a call lately for structured or claim-based abstracts in education research (Kelly & Yin, 2007; Mosteller, Nave, & Miech, 2004). For use both as a description and as an exemplar, I will include the structured abstract from Mosteller, Nave, and Miech’s article on structured abstracts in education research:

Background: *Approximately 1,100 education journals collectively publish more than 20,000 education research articles each year. Under current practice, no systematic way exists to move the research findings from these studies into the hands of the millions of education practitioners and policymakers in the United States who might use them.*
Purpose: To help disseminate education research findings, we propose that education journals consider adopting a structured abstract, a structural innovation that focuses on the format of the article itself. The structured abstract would replace the paragraph-style narrative summary – typically either an American Psychological Association-style abstract or “editor’s introduction” – now present at the beginning of many articles.

Intervention: A structured abstract is a formal and compact summary of an article’s main features and findings. As does a table or figure, it has a predictable structure that compresses information into a small space and can be read independently of the main body of the article. The structured abstract is longer and more detailed than the standard paragraph-style narrative summary. On the printed page, the structured abstract appears between the title and the main body of the article. It includes basic items applying to all articles (i.e., background, purpose, research design, and conclusions) and several additional items that apply to some articles but not to others (i.e., setting, population, intervention, data collection and analysis, and findings).

Research Design: Analytic essay.

Conclusions: The structured abstract is a viable and useful innovation to help practitioners and policymakers systematically access, assess, and communicate education studies and research findings. Relative to current practice, the structured abstract provides a more robust vehicle for disseminating research through traditional routes as well as through new channels made possible by emerging technologies. (p. 29)

Introduction

The American Psychological Association’s publication manual (American Psychological Association, 2001) suggests that an introduction should do three things: it should introduce the problem, it should review the previous research, and it should state the purpose and rationale for the study. The introduction should begin with a description of the problem and explain why the problem is important. It should also develop the background of a study by reviewing the literature. In an empirical article, the literature review does not necessarily have to be comprehensive; it just has to summarize the works relevant to the issue and emphasize the major findings and methodological issues in the previous research. Reviewing the findings of previous research will make it possible in the discussion to relate the author’s finding with the findings from previous research. Also, the author should make it clear from the review of literature how the current research will make a contribution to the body of research on that subject (see American Education Research Association, 2006, for a list of ways that an article can make a contribution to the existing literature). Ideally, the literature review should serve as the basis for the purpose or rationale for the study.

There are many fine resources on how to conduct a literature review. Boote and Beile (2004, 2005) discuss the elements of quality literature reviews. Cooper (1984), Cooper and Hedges (1994), Glass, McGaw, and Smith (1981), and Lipsey and Wilson
(2001) are some examples of highly regarded books on conducting quantitatively oriented literature reviews.

In the problem introduction, the author shows that there is a problem. In the literature review section, the author demonstrates what has been done to help solve that problem and what still needs to be done (or what needs to be known) for that problem to be solved. In the rationale and purpose section, one should state how the current research will make a unique contribution to solving the problem. Near the end of the introduction it is also appropriate to state research questions or hypotheses and explain how those research questions or hypotheses are aligned with the previous research and aligned with the problem. The logic here is that answering the research questions will help make up for the lack of research (or development), which in turn, will help solve the problem.

**Methods**

The next section in an empirical paper in educational technology is the methods section. The methods section is customarily divided into subsections. If the research deals with human participants there should be a section on participants. That section should report on how the participants were selected, the number of participants (in each group, if there were groups), the number of participants who quit the study, and “report major demographic characteristics such as gender, age, and race/ethnicity and where possible and appropriate, characteristics such as socio-economic status [and] disability status...” (American Psychological Association, 2001, p. 18). In educational technology research, it would also be important to include information about participants’ educational backgrounds, such as academic concentration, years and type of schooling, academic aptitude, previous experience with the intervention, and so on. In educationally oriented research, it might also be important to include information about the educational setting where the research occurred. One might then label this section as *Participants and Setting*. It is better to err on the side of providing too much information in this section than too little.

There might also be a subsection on the instruments used in the study. In educational technology research, one might give the specifications for the types of computers or software used.

Another subsection, which is mandatory, is the description of the procedure used. Depending on the type of study, this might include such information as what variables were examined, what measures were used, how data were collected, who collected the data, how long the data were collected, how much data were collected, how data were analyzed, how many groups there were, what experimental research design was used, how participants were assigned to groups, how the research assistants were trained, among many other details. In essence, one should provide enough detail here that another researcher could more or less replicate the study solely by reading the description.
Results

In the results section, the author summarizes the results in enough detail to justify the conclusions. In traditional, quantitative, education research papers, the text of the results section is reserved for the presentation of information and for pointing out important pieces of information. If presenting statistical results, useful guidelines are given in American Psychological Association (2001), Wilkinson and the APA Task Force on Statistical Inference (1996), and the American Education Research Association (2006). The interpretations, conclusions, and implications should be reserved for the discussion section.

Discussion

The discussion section typically begins by answering the research questions, based on the information presented in the results section. If there were complications in the research (e.g., if something did not go as planned), it should be reported in the beginning of the discussion section. A mistake often seen in the discussion section is that an author makes claims in the discussion section, but does not base the claims on the findings in the results section.

It is also customary to examine the similarities and differences between the current findings and the findings from the previous research. A good discussion will also explain what are the implications of the research for solving the problem mentioned in the introduction. In essence, the discussion section uses the information in the results section to relate back to the introduction – to the research questions, to the previous research, and, of course, to the original problem.

Conclusion – The Take-Home Message

One of my academic writing mentors gave me some great advice about writing and presenting conclusions. He argued that the average reader or audience member is only going to remember two or three ideas from a research study or presentation, at most. He suggested, then, that an author should conclude by picking out the two or three most important ideas and packaging them in what he called a “take-home message” – the message that the reader or audience will, with hope, remember after they get home. Basically, the take-home message is a statement, packaged in the clearest and most quotable way possible, that says (figuratively) to the reader or audience: “If you are only going to remember a few things about my research, I want you to remember these... Here is why you should remember them:.... ” The elements that work particularly well in a take-home message are statements of (a) what had been known already, (b) what more is known now as a result of the study, and (c) why anybody should care.

In the paragraphs above I summarized the conventions for reporting quantitative, empirical investigations when human participants are involved. For conventional quantitative papers when human participants are not involved, such as literature
reviews, the sections might be slightly different, but the overall logic is the same: one should report on (a) the problem, (b) the previous research on the problem, (c) the approach to and rationale for solving the problem, (d) how the research was conducted, (e) the results that were found, and (f) the interpretation of the results as they relate back to the study’s purpose.

For educational technology researchers who do quantitative research with human participants the most important resource for learning how to report results is probably the American Psychological Association’s publication manual (American Psychological Association, 2001). Other helpful resources include and Alton-Lee (1998), American Education Research Association (2006), and Wilkinson and the APA Task Force on Statistical Inference (1999).

Common Defects in Quantitative Research Reporting

At least in quantitatively oriented social science articles, reviewers and editors tend to repeatedly find the same defects in manuscripts submitted for publication. Those defects, from American Psychological Association (2001), are listed below:

- **piecemeal publication, that is the separation of a single substantial report into a series of overlapping papers;**
- **the reporting of only a single correlation – even a significant correlation between two variables rarely has an interpretive value;**
- **the reporting of negative results without attention to power analysis;**
- **lack of congruence between a study’s specific operations (including those related to the design and analysis) and the author’s interpretation and discussion of the study’s outcomes (e.g., failure to report the statistical test at the level being claimed);**
- **failure to report effect sizes;**
- **failure to build in needed controls, often for a subtle but important aspect of the study; and**
- **exhaustion of a problem – there is a difference between ongoing research that explores the limits of the generality of a research finding and the endless production of papers that report trivial changes in previous research. (p. 5)**
Reporting on Qualitative Investigations

Reporting qualitative research is considerably less formulaic than reporting quantitative research. Qualitative authors, in general, have much freedom to experiment with alternate forms of reporting and presenting research. Also, there is considerable variability between the reporting conventions (or lack of conventions) between each of the five major qualitative traditions.

Reporting Narrative Research

Narrative research reports come in many shapes and forms. Some authors employ a narrative chronology – following the life of an individual over time. Other authors begin with a critical event in the main character’s life and then follow with narratives that precede and follow the critical event. Other authors of narrative research reports use a traditional five chapter format (introduction, literature review, methods, discussion, and conclusion). The narrative researcher is encouraged to employ the devices of biography and narration, such as transitions, metaphor, time-and-place shifts, and rich description of characters, settings, and events. Clandinin and Connelly (2000) and Czarniawska (2004) are key resources for learning how to write narrative reports.

Reporting Phenomenological Research

The structure of phenomenological reports, at least in Moustakas’s (1994) brand of phenomenology, is more like a conventional research report than a narrative report. Moustaka (1994), as summarized in Cresswell (2007), gives the following suggestions for what sections are needed in a phenomenological report:

- **Chapter 1: Introduction and statement of topic and outline.**
- **Chapter 2: Review of the relevant literature.**
- **Chapter 3: Conceptual framework of the model.**
- **Chapter 4: Methodology.**
- **Chapter 5: Presentation of the data.**
- **Chapter 6: Summary, implications, and outcomes. (p. 187)**

Note that the sections listed above are more or less identical to the sections in a conventional quantitative research paper.

See Moustakas (1994) or Polkinghorne (1989) for a more detailed discussion of the phenomenological research report. See Grigsby and Megel (1995) for a good example of the use of figures or tables for illustrating the essence of a phenomenon.
Reporting Grounded Theory Research

Compared to Moustakas’s (1994) brand of reporting phenomenological investigations, grounded theory reports have a much broader set of reporting guidelines. Strauss and Corbin (1990), as cited in Creswell (2007), give the following broad guidelines for writing up grounded theory reports:

- **Develop a clear analytic story.** This is to be provided in the selective coding phase of the study.

- **Write on a conceptual level, with description kept secondary to concepts and the analytic story.** This means that one finds little description of the phenomenon being studied and more analytic theory at an abstract level.

- **Specify the relationships among categories.** This is the theorizing part of the grounded theory found in axial coding when the researcher tells the story and advances propositions.

- **Specify the variations and relevant conditions, consequences, and so forth for the relationships among categories.** In a good theory, one finds variation and different conditions under which the theory holds. This means that the multiple perspectives or variations in each component of axial coding are developed fully. For example, the consequences in the theory are multiple and detailed. (p. 190)

Besides Strauss and Corbin (1990), Chenitz and Swanson (1986) – especially May’s (1986) chapter – is also a good resource for those writing up the grounded theory report.

Reporting Ethnographic Research

There is much written on the crafting of ethnographic reports. Van Maanen (1988) writes about four different types of ethnographic tales: realist tales in which the author takes on an objective, scientific voice and sticks to the factual description of culture; confessional tales in which the author concentrates on his or her own personal fieldwork experiences; and impressionistic tales, which are a combination of realism and confessionalism.

Wolcott (1994) provides further advice on writing up an ethnographic report. Wolcott suggests writing **description, analysis, and interpretation sections.** According to Wolcott, as cited in Creswell (2007, p. 193), the description might have the following characteristics: “chronological order; the researcher or narrator order, a progressive focusing, a critical or key event, plots and characters, groups in interaction, an analytical framework, and a story told through several perspectives.” The ana-
ysis section might include “highlighting findings, displaying findings, reporting
tfieldwork procedures, identifying patterned regularities in the data, comparing the
case with a known case, evaluating the information, contextualizing the informa-
tion within a broader theoretical framework, critiquing the research process, and
proposing a redesign of the study” (p. 193). For interpreting the study, “the rese-
archer can extend the analysis, make inferences from the information, do as di-
rected or suggested by gatekeepers, turn to theory, refocus the interpretation itself,
connect with personal experience, analyze or interpret the interpretive process, or
explore alternative formats” (p. 193).

In addition to van Maanen (1988) and Wolcott (1994), one might also find the fol-
lowing resources to be useful: Denzin (1989); Emerson, Fretz, and Shaw (1995);

Reporting Case Study Research

Like many types of qualitative reports, case studies can take on a variety of forms.
Yin (2003) has written an excellent chapter in which he discusses the different for-
mat s and structures for composing a case study report. The four formats are the
classical single case format, the multiple-case report that “contains both the indi-
vidual case studies and some cross-case chapters” (p. 147), the multiple-case report
that only contains a cross-case analysis, and the question-and-answer format.

Concerning the structure of case study reports, Yin describes four structures. They
are listed below:

• the linear-analytic structure, which follows a conventional reporting struc-
ture;
• the comparative structure, in which the same case is compared under diffe-
rent conceptual models or alternative explanations;
• the chronological structure, in which the events of a case are reported as they
occurred over time;
• the theory-building structure, in which evidence for a theory is presented in
logical order;
• the suspense structure in which the answer is given in the first section and
the supporting evidence and details are given later; and
• finally, an unsequenced structure, which Yin claims is most useful for purely
descriptive case studies.

In addition to Yin (2003), those who are writing up a case study will find useful
Alternative Styles of Reporting

Above, I have presented the guidelines for writing up a conventional scholarly report; however, scientific reporting does not necessarily have to be conventional. Torres, Preskill, and Piontek (2004) provide information on creative reporting strategies designed to bolster the utility of research results. Those strategies include involving stakeholders in the reporting process; incorporating modern technologies such as chat rooms and Internet forums; and using techniques such as photography, cartoons, poetry, and drama. Angela Thody, a proponent of alternative styles of reporting, adds to that list of alternative reporting strategies with examples such as:

- **readers’ theatre (where researchers [act] their respondents’ views);**
- **dance interpreting the emotions arising from findings;**
- **town meetings (researchers [report] their finding briefly as political speeches and then [invite] audience participation, assisted by mobile microphones);**
- **debates (six researchers [have] exactly three minutes to put their cases).** (2006, p. 11)

Thody (2006) adds that the adoption of alternative styles is a postmodern reaction to the positivistic, impersonal style of writing that currently dominates scientific reporting. It is also a reaction to what she calls the standardization of science reporting that results from publication manuals from organizations such as the American Psychological Association (APA) and the Modern Language Association (MLA). On this point she writes,

> *Why, I mused, in the USA and Canada, so often depicted as lands of freedom, is so little discretion allowed to, or taken by, highly intelligent academics on how to present their work? Why have APA guidelines for writing up psychology experiments been adopted so wholeheartedly by other disciplines?... Even when there are no strictures, such as when academics present their research orally, why do so many academics still elect to ‘read’ their papers and eschew the livelier arts of demonstration and teaching?* (p. 10)

Using Exemplars

Whether one decides to use conventional or alternative means of reporting, the best piece of overall piece of advice I can give for writing up a report is to follow Huff’s (1999) method for using exemplars – “document[s] already in the literature that accomplish the kind of task you are trying to accomplish in an effective way” (p. 55). Huff writes that exemplars “help authors define their purpose more clearly, can be used to structure and solve problems in writing, [and] are a springboard for innovating beyond the structures used by others” (p. 55). Huff’s method for using exemplars is reported below:
Step 1: Specify Your Intent. Describe what you hope to accomplish in your writing project in at least three different ways. Settle on one distinct description. Seek advice about this objective from advisers and your writing community. (pp. 57–58)

Step 2: Choose Published Examples of Work with a Similar Objective. Identify four or five exemplars of the kind of paper you want to write. If necessary, seek advice about the fit between these exemplars and your project, then settle on a final group of two or three works. (p. 59)

Step 3: Examine the Structure and Tone of Successful Exemplars. Outline in detail each exemplar in your final set, noting the proportion of text devoted to each topic. Also make notes about the “tone” used in your exemplar. Draw conclusions about the tacit rules for this kind of contribution to scholarly communication. Identify the aspects of each exemplar that are particularly effective as well as any that are ineffective in communicating the author’s purpose. (pp. 60–61)

Step 4: Move Beyond Your Exemplars. Use your analysis to identify where you are making a unique contribution to the literature and think about the ways to usefully depart from your exemplars to more effectively deliver the primary message of your paper. (p. 62)

In Summary

In this chapter I have reported on the conventions for reporting both quantitative and qualitative reports, discussed alternative styles of reporting, and presented Huff’s (1999) method of using exemplars. With hope the readers can utilize this information to create high-quality, relevant, and publishable papers in educational technology.
Questions to Consider

1. If you have had experience submitting your articles to journals or conferences, what lessons have you learned from the reviewers’ feedback and the process itself?

2. There is a voice of growing discontent with the significant impact that the American Psychological Association’s publication manual (2001) has on scientific reporting standards worldwide. In your opinion, is the American Psychological Association’s influence advantageous because of its potential for the standardization of scientific reporting or is it an instance of American imperialism?

3. Gene V. Glass made the following statement about the deficiencies in the current state of education research:

   The conception of our work that held that “studies” are the basic, fundamental unit of a research program may be the single most counterproductive influence of all. This idea that we design a “study,” and that a study culminates in the test of a hypothesis and that a hypothesis comes from a theory – this idea has done more to retard progress in educational research than any other single notion. Ask an educational researcher what he or she is up to, and they will reply that they are “doing a study,” or “designing a study,” or “writing up a study” for publication. Ask a physicist what’s up and you’ll never hear the word “study.” (In fact, if one goes to http://xxx.lanl.gov where physicists archive their work, one will seldom see the word “study.” Rather, physicists – the data gathering experimental ones – report data, all of it, that they have collected under conditions that they carefully described. They contrive interesting conditions that can be precisely described and then they report the resulting observations.) (2000, n.p)

   Why do you think that Glass is so against the idea of “the study” as the basic reporting unit in social science research? Do you agree or disagree with Glass, and why?

4. At the end of this chapter, I suggested that the best way to learn how to do academic reporting is to find exemplars and copy their format. Do you use exemplars in this way? If so, what exemplars have you used, for what purpose, and do you have any that are worth recommending to your colleagues or classmates?
Chapter 7

Conclusions about Methods Choice in Educational Technology Research and Development

I have provided much information about methods choice in educational technology research. In the first and second chapters, I identified several factors that need to be taken into consideration when making methods choices and discussed the research approaches amenable to educational technology research. In the third chapter, I described the methods choices that educational technology researchers tend to make. In the fourth, fifth, and sixth chapters I provided information about how to collect data, analyze data, and report findings. Therefore, for the concluding chapter I thought it might be useful to provide a summary of the process of making informed choices about methods choice in educational technology.

A key step in methods choice is arriving at appropriate research questions. However, arriving at appropriate research questions is often a difficult, iterative process. One needs to be clear, first of all, about what the purpose of the research is and what research has been done to meet the purpose. As one reviews the research, one probably will have to revise the research question many times to find a question (or development task) that advances the state of knowledge in some area. The review of literature is so important because one can only accidentally advance the state of knowledge in an area when one does not know what the state of the knowledge is.

After arriving at a question that can advance the state of the knowledge, the task is to take into consideration other factors that affect the choice of methods and make an initial decision about which approach to use. For example, it is important to consider whether the research question is best answered with a quantitative or qualitative approach (or both), the degree of generalizability that is needed, the degree of accuracy that is needed, and the degree of researcher and stakeholder participation in the investigation. Two critical factors are propriety and feasibility; if a method cannot be found that is both appropriate and feasible, then the question might need to be modified. After an overall approach is chosen, then one works out the details of data collection, data analysis, and reporting.

While the literature on a certain approach will provide much of the information on what methods of data collection, analysis, and reporting are possible, there are many variations within an approach that must be chosen and many details that should be worked out beforehand. These details might again affect the research questions.
So, in summary, there are many interrelated factors that come into play when choosing which methods to adopt: the purpose of the research, the state and type of previous research, the resources that are available, ethical restraints, among many other factors. The crux, then, of choosing the right methods is taking these factors into consideration and tailoring a balanced set of methods to the particular research situation. The art and science of methods choice begins with the case.
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Appendix

Key Questions in Educational Technology Methods Choice

In the preceding chapters, I identified several factors important in educational technology methods choice. I used those factors to create a list of key questions in methods choice.

This list can be used for several purposes. First it can be used to introduce students to the factors that are important to consider when planning educational technology research. In that capacity, it might serve as a classroom teaching aid or as an aid for supervising student researchers in the early stages of planning their theses or dissertations.

Second, it can help beginning researchers reflect on, understand, and clarify their own research plans and come to understand how those research plans relate to other research done in the field of educational technology. Students will come to understand how their research fits into the overall picture of the research being done in their field.

Third, the list of key questions in methods choice can be used to create a research profile and identify others with similar profiles. For example, in a research methods course, students could create a research profile by elucidating their answers to the list of key questions and try to find others who have similar research profiles. Or, in the future, a research profiler based on the key questions might be automated so that researchers with similar profiles can be matched (e.g., researchmatch.com).

Fourth, the research profile, with some modifications, can be used as a framework for doing research about research. For example, one could compare the research profiles from one genre of research to the profiles in another genre. And, finally, the research profile can be used as a guide to methods choice.
Key Questions in Educational Technology Methods Choice

1. What is the research problem that you plan to resolve?

2. Is there a social problem related to your research problem? If so, what is it?

3. What is the primary purpose of your research?
   - a. To develop an intervention.
   - b. To answer questions important to local stakeholders.
   - c. To answer questions important to the scientific community.

4. What type of research contribution do you intend to make?
   - a. Contribute to an already established theory or line of empirical research.
   - b. Help establish a new theory.
   - c. Meet a practical need.
   - d. Make up for a lack of needed information about a topic.
   - e. Other.

5. If you are investigating a phenomenon, what is the state of theoretical knowledge about the phenomenon?
   - a. There are no established theories.
   - b. There are theories, but they are not yet substantiated.
   - c. There are substantiated theories, but new theories need to be developed.
   - d. There are substantiated theories, and they are sufficient.

6. If you are investigating a phenomenon, what is the state of empirical knowledge about the phenomenon?
   - a. The important variables or the elements of a phenomenon have been identified.
b. The associations between those elements or variables have been substantiated.

c. The causal mechanisms regarding the phenomenon are clear.

7. Which of the previous studies are related to your research and how are they related? (A good way to answer this question is to create a research map.)

8. Who are the major researchers in your field?

9. What research methods were used in the previous research? (For example, you might answer this question by making a table in which you describe the following characteristics of the previous studies, as applicable: the research approaches, the methods of data collection, the methods of analysis, the variables examined, the settings involved, the participants involved, or other salient characteristics.)

10. What is your general research question and how does it relate to the research questions asked in the previous research?

11. What are the sub-questions that unpack the general research questions? Are they procedural or structural or are they another type of research sub-question?

12. Which of your research questions are meant to be answered by examining the knowledge-base and which are meant to be examined empirically?

13. What category of educational technology research question does your general research question fall into?
   a. Questions about theories and the practice of educational technology.
   b. Questions about research and development methods.
   c. Questions about technology implementation.
   d. Questions about the effectiveness of an intervention.
   e. Questions about the factors that moderate the effectiveness of an intervention.
   f. Other.

14. Which of the following research acts are implied in your research question?
   a. Identification.
   b. Description.
   c. Comparison.
d. Correlation.
e. Experimentation (causal description).
f. Causal explanation.

15. What family of research approaches do you intend to use, and why?
   a. The quantitative family.
   b. The qualitative family.
   c. Mixed-methods.

16. What research approach, or approaches do you intend to use, and why? Do your research approaches match up with the research acts in Question 12?
   a. Survey research.
   b. Causal-comparative research.
   c. Correlational research.
   d. Experimental research.
   e. Narrative research.
   f. Phenomenological research.
   g. Ethnographic research.
   h. Case study research.
   i. Grounded theory research.
   j. Other.

17. To what degree do you intend for your research to generalize across participants, interventions (or phenomena), outcomes, and settings?

18. To what degree do you intend to do exploratory or confirmatory research?

19. To what degree will you involve stakeholders in the research process?
20. To what degree will you (the researcher) be involved in the research setting or involved in the phenomenon being investigated?

21. How accurate do your findings have to be? (e.g., How many participants will you need? How many pages of transcripts do you intend to get?)

22. Who are the possible audiences for your findings and how will you disseminate your findings to them in a way to ensure that your results are timely, informative, and influential?

23. What safeguards are in place to ensure that your research is ethical?

24. What are the time and resources necessary to carry out your proposed research? (Create a budget and timeline, including estimated work hours.)

25. What is your argument why the benefits that will come about as a result of your research are worth the time and resources necessary to carry out the study?
Over the past thirty years, there has been much dialogue, and debate, about the conduct of educational technology research and development. In this brief volume, Justus Randolph helps clarify that dialogue by theoretically and empirically charting the research methods used in the field and provides much practical information on how to conduct educational technology research. Within this text, readers can expect to find answers to the following questions:

• What are the methodological factors that need to be taken into consideration when designing and conducting educational technology research?

• What types of research questions do educational technology researchers tend to ask?

• How do educational technology researchers tend to conduct research? – What approaches do they use? What variables do they examine? What types of measures do they use? How do they report their research?

• How can the state of educational technology research be improved?

In addition to answering the questions above, the author, a research methodologist, provides practical information on how to conduct educational technology research – from formulating research questions, to collecting and analyzing data, to writing up the research report – in each of the major quantitative and qualitative traditions. Unlike other books of this kind, the author address some of research approaches used less commonly in educational technology research, but which, nonetheless, have much potential for creating new insights about educational phenomena – approaches such as single-participant research, quantitative content analysis, ethnography, narrative research, phenomenology, and others.

Multidisciplinary Methods in Educational Technology Research and Development is an excellent text for educational technology research methods courses, a useful guide for those conducting (or supervising) research, and a rich source of empirical information on the art and science of educational technology research.